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Abstract. In this paper we address energy efficiency issfiésformation Cen-
tric Networking (ICN) architectures. In the propdfeamework, we investigate
the impact of ICN architectures on energy consuompdf networking hardware
devices and compare them with the energy consumpticother content dis-
semination methods. In particular, we investigat ¢onsequences of caching
in ICN from the energy efficiency perspective, takinto account the energy
consumption of different hardware components inl@f¢ architectures. Based
on the results of the analysis, we address thdipahissues regarding the pos-
sible deployment and evolution of ICNs from an eyegfficiency perspective.
Finally, we summarize our findings and discussah#ook/future perspectives
on the energy efficiency of Information-Centric Wetks.
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1 I ntroduction

The Information-Centric Network (ICN) paradigm hsisown great potential in
empowering the users in future networks as welk@gporting new and emerging
applications. Recently, the paradigm of ICN hasrbdeveloped to support future
Internet applications. ICN supports the contentd aprvice-driven communication
scheme on which computing infrastructures (e.gudleomputing) are based on.
Information-Centric Networking is based on cachitaga in network elements, which
are extended by appropriate memory to implemegelaaches. Caching data in net-
work elements allows reducing the delay when adogsbe data multiple times and
distributes data somehow automatically without Extty triggering the movement of
data. This should improve the QoE experienced leysuwhen accessing their data in
the networks.

It can be observed that much research work soofauses on architectural issues
including naming and addressing as well as tramspaching, error control, flow
control in ICNs. Socio-economic issues of ICNs sashsecurity, privacy, and new
business models have also been considered. Howeaehjng of data in network
elements raises issues related to energy consumggiovell. Despite this fact, energy
issues in ICN have not been received much atterti@h has not been investigated

COST804 final workshop. This work was partially poged by the COST (European Cooperation in
Science and Technology) framework, under Action8@D

© Springer-Verlag Berlin Heidelberg 2011



thoroughly. In this paper, we address energy eifficy issues of ICN architectures. In
the proposed framework, we investigate the imp&dCdl architectures on energy
consumption of networking hardware devices and @mpghem with the energy
consumption of other content dissemination methods.

2 Investigation of caching strategiesin |CNsfrom energy
efficiency per spective

Fast memory to be used for the implementation ohea is expected to consume
much more energy (e.g., for refreshing cycles) tbeeondary memory technologies
such as solid state disks or hard disk drives.eSgaching can only be beneficial for
high cache hit rates, large memories in networknelgs should be used. This further
increases memory consumption. To limit energy congtion by ICN, appropriate
mechanisms must be developed. Among those miglsittast caching strategies to
optimally exploit cache memories. Moreover, appiatprtransport mechanisms sup-
porting energy-efficient data transfer between dlservices/storage and mobile de-
vices must developed and/or selected. Finally, pidration on top of wireless net-
works should use as little radio resources as plesand allow end systems to enter
power-saving states as frequently as possible.dyrgaving mechanisms, however,
come at the cost of quality degradation, in patéiccaused by lower throughput and
increased delays. Energy-saving mechanisms shitnalickfore, be designed with QoE
required by the user in mind.

2.1  Impact of caching/replication strategiesin ICNs

Assuming a layered network topology as depiateHigure 1, an interesting ques-
tion with ICNs - from the energy efficiency perspee - is where (at which layer) to
cache the content. The higher the layer on whictterd is cached, the less the dupli-
cation of data (and thus the less energy for seoEghose contents). On the other
hand, the lower the layer the content is cachezlfdbter is the content transmission.
We can see that there is a trade-off here. It c®s®ary to quantify the energy con-
sumption of transmission links and storage in otdetesign and evaluate the caching
/ replication strategies in ICN. In addition, thature and the characteristics of the
requests and the content being requested, e.gfregwently content objects are re-
guested, popularity of contents, etc. should bestigated as well. We consider that
this is an important research challenge to be addckin terms of energy efficiency
in ICNs. The idea of caching strategies mentiortgala is illustrated in Figure 1. In
this simple example, content can be cached inadest layer, close to the clients. In
this case additional energy is needed for the geodd the duplicates of the content (2
duplicates). However, the end system has dire@sacto the content, only with one
link (no hop in between). The other strategy i€dche the content one level higher.
In this case, less energy for storage is neededtheuenergy consumptions for the
links are higher, because there is one hop in kEtvene more link needed).



Assuming that each of the clients requests the samtent object, the energy costs
for the case where the content is stored on therddayer is 4T+2S with T = energy

Figure 1. Caching options

costs for transporting a content object acrossilg I = energy costs for storing a
content object in the cache. For the case, wheredhtent object is only stored at the
highest layer, the overall energy costs are S +@3ching on the lower layer is
cheaper as long as S < 4T.

2.2 Hardwarerequirements

From a hardware perspective, it is important toentbiat memory access is the
main bottleneck for packet processing of today'sdivare router design. Energy
consumption of additional memory largely dependghenperformance of the mem-
ory components. Considering [1, 6] we estimate axiprately 3 W/GB for DRAMSs,
0.02 W/GB for hard disks, and 0.01 W/GB on SSDgfollowing. The additional
energy required for memory must be compared toggnexquired for transmission,
which is estimated in [1] as 15 W/Gbps = 15 Jo@asbit.

ICN such as Content-Centric Networking (CCN, [9puires various additional
memories in access and core routers. For CCN imgiéations additional memory
for Forwarding Information Base (FIB), Pending hetgt Table (PIT), and Content
Store (CS) for packet caching is needed. To sugpatrates of 1 Gbps fast memo-
ries with possibly increased energy consumptionreeded. [5] estimates that an
appropriate core router consuming 5 kW without C&Mport will use more than
additional 3 kW due to additional memories neededfCN. For the investigation of
CCN-supported core routers, a Cisco CRS 1 routén &i40-Gbps line cards has
been considered. The authors propose to add 10 SB®RAM per line card plus
some RL-DRAM for index tables as well as PIT anB Rlemory in the range of GB
range. As a result, the analysis in [5] concluded the additional energy consump-
tion to extend a core router to CCN functionalitiezuld be of 3.3 W.

With respect to edge routers, a Cisco 7505 has baesidered in [5]. In this case,
the authors proposed to use a 1-TByte high spe&df@&She packet store, a 6 GByte



DRAM for HC-log indexing, and 200 Mbit SRAM for then-chip FIB memory.
Combined together, this configuration is expec@gerform LPM (Longest Prefix
Matching) on about 20 million prefixes at a maximsgpeed of 15 Mpackets/s. The
analysis there also indicates that the additionatg@y consumption to extend an edge
router (e.g. Cisco 7505) to CCN functionalities \eble in the range of 200 W, while
the original peak power is 400 W. A key lessonnédrom [5] is that it is possible
and feasible to support CCN deployment in the CDINs® scale for reasonable addi-
tional cost and energy consumption. However, taslégthnology is not yet ready to
support an Internet scale CCN deployment.

2.3 Analysisof energy overhead of ICN storage

In this section, we provide a simple calculationatwalyse, in which conditions
ICN makes sense in terms of energy-efficiency. Hakulation is based on the as-
sumption to use CCN as proposed by [9]. Whereas @Calso considered as an
approach with coupled name resolution and routimg/arding of data, other decoup-
led approaches such as PSIRP [10, 11] have a pingcedme resolution phase prior
to data forwarding. The name resolution phase migtt some slight overhead in
terms of hops to be traversed compared to a fiatvhere CCN Interest and Data
messages are transferred along the shortest patedie requesting client and
server/cache providing the requested content abject

In the following, we assume a scenario (Figure Bh weveral clients, an interme-
diate CCN router, and a server. Further, the dian¢ all M hops away from the CCN
router, which can serve the clients’ content retpifrem its cache, and N hops (M <
N) away from the server. The distance between senve CCN router is N-M. There
are two options:

* No CCN support at all
e CCN support in the CCN router

For both options there are costs for the memonheforiginal content source. So,
we can neglect those costs further, since theytsesame in both options. We as-
sume that there are K requests for the same coobgett by any of the clients from
the server. Additional assumptions are that we fmvather optimal cache replace-
ment strategy in the router. The additional reqliemergy for serving K requests
from the original content source is

Eread,from?source =K=*N=* Elink * datasize
The additional required energy for serving the esgdrom the cache is
Eread_from_cache =K=*M=x Elink * datasize + Tin—cache * Pstorage * datasize

ICN can help to decrease energy CoStB,dfy rrom_cache < Eread_from_source



This means:
K+ (N —M) * Ejjpy

T Pstorage
in—cache

(N - M) * Elink Tin—cache

Pstorage K

Where:

Tin-cache - lifetime a content object is usually stored im ttache,
Pstorage - POWET required to store a certain amount of data,
Ejink : energy to transport a certain amount of datasscadink.

% can be replaced by the average time between twesaes to the content
object. We call this time the inter access tifig £, _qccess). T1he access frequency
(f) can be defined by !

inter—access

Thus, the equation above becomes to

N — M)Ey
( ) link > 1/f
Pstorage
f Pstorage

>—
(N — M) * Ejjpy,

As an example calculation we take the following bens from above, with;;,, =
15 Joules / Gigabit = 120 Joules / GB storage pew@&iV/GB for storage in DRAM,
and assume that M = 1, N = 11. In this case, itlmashown that ICN only reduces
energy consumption ff> (3 W/ GB) / ((11-1) * (120 Joules / GB)) = 400 s.

This means that each content object should be sedest least once from the
cache within 400 s. This is equivalent@@ccesses per hour. Otherwise, ICN might
not be energy efficient. In addition, there mightn& queuing issues due to energy
costs for serving packets in the router queues.example, if the K requests were
served and the content objects were transmittgeiallel, then the calculation above
would be valid again. If there is buffer (not cackbaring and/or link sharing, then
we might need to consider energy consumption ferlihffer as well (in addition to
Tin—cacne)- This energy consumption is different for differeontent objects, depend-
ing on when they arrive at the buffer (after fetttieom the cache and before going
out to the link). But again, there is also queudlietpy (and consequently energy costs)
in traditional CDN networks. It would be interegfino evaluate and compare the
impact of queuing effects on ICN and other tradidilbCDNs.



router

Figure 2: Network scenariofor ICN energy analysis

24  Energy efficiency and performancetrade-off in ICNs

The calculations above are a pure energy consumpiospective. However, to
evaluate overall system performance, trade-offsvéen energy efficiency and per-
formance could be of special interest. Note tha iomportant aspect and also an ad-
vantage of CCN is to reduce networking delay, te.serve the content as fast as
possible, especially for delay-sensitive appliaadioln this perspective a useful and
widely accepted metric to consider is the enerdggydproduct. So even in the case of
possibly higher energy consumption with respectaditional CDNs, ICN might still
be a useful approach for delivering data in terfnsverall system performance.

3 Summary and outlook

This paper discussed energy efficiency issues i 1@/e provide an investigation
on the impact of ICN architectures on energy cornsion of networking hardware
devices and compare them with the energy consumpfimther content dissemina-
tion methods. In particular, by some preliminaryestigation, we showed the conse-
guences of caching in ICN from the energy efficieperspective, taking into account
the energy consumption of different hardware conepés in the ICN architectures.
Based on the results of the analysis, we addresprtctical issues regarding the pos-
sible deployment and evolution of ICNs from an gwegfficiency perspective. There
are still several open issues that require furithezstigation:

e The paper [1] deals with issues of CCN in fixedaarks with simple calculations
based on edge and core routers’ energy consumatidrirace-based simulations.



Since edge routers tend to spend more energy th@nrouters, it is argued that
CCNs that try to bring routers close to contentrees (using appropriate caching
strategies) will help to reduce the overall enecgnsumption of the Internet. Is-
sues remaining for CCN in fixed networks are poaware routing traffic, con-
solidation in CCNs, and how to achieve/ensure gagnproportionality (avoiding
energy loss during idle time), among others.

How the above mentioned issues can be done in d@Nsobile/wireless net-
works can be considered as an open research iBgrtkermore, the analysis pre-
sented in [1] is rather based on brochure-like mggions, no actual traffic model-
ling was mentioned. To have better understandirguiathe energy consumption
with real/simulated network traffic included, a raatetailed analysis would be re-
quired. A recent paper [12] substantiates the tatioms and is a good starting
point for further analysis.

Optimal caching strategies of content objects feergy efficient content retrieval
in ICNs (also trade-off between delay/performanceé anergy consumption) have
to be investigated. Cache replacement strategmddlexplicitly consider energy
costs in addition to performance-related parameters

There are several transport layer issues in ICHm fthe energy efficiency per-
spective. What transport protocol should be usecnergy-efficient data transfer
in ICN? Can TCP still be used? If so, what phasesremain, what phases need be
modified? Is coordination between TCP and edgefgmeeiters needed? If so,
how?

The calculations presented in this report shouldektended to include queuing
delay (and probably for different caching stratspi® quantify the energy costs of
storage/transmission in ICNs (in comparison withditional CDNs). More ad-
vanced analytical models have to be developed. I8tions for larger network
scenarios with different parameters for networkotopgies, content access models,
content popularity, etc. have to be performed.

The various solutions for the integration of ICNoirwireless networks require
further evaluation using both simulation and reala testbeds.

Network Coding might be useful for ICN in mobilereless networks but it also
requires additional caching decisions for withhogddata in the memory. Conse-
quently, feasibility analysis of Network Coding forobile/wireless ICNs might be
a research challenge (triple decision on cachimg in the memory with respect to
performance/energy efficiency).

As proposed in this paper, ICN might be a netwagkiechnology to support cloud
computing. Integration of ICN into data centres g@udsibly end systems should
be investigated by means of real prototype impldateams. Different approaches,
e.g., coupled and decoupled ICN architectures, tebd investigated further.
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