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Abstract

Mobile ad-hoc networks (MANETs) and wireless sensor networks (WSNs) have
been attracting increasing attention for decades due to their broad civilian and mili-
tary applications. Basically, a MANET or WSN is a network of nodes connected by
wireless communication links. Due to the limited transmission range of the radio,
many pairs of nodes in MANETs or WSNs may not be able to communicate di-
rectly, hence they need other intermediate nodes to forward packets for them. Rout-
ing in such types of networks is an important issue and it poses great challenges
due to the dynamic nature of MANETs or WSNs. On the one hand, the open-air
nature of wireless environments brings many difficulties when an efficient routing
solution is required. The wireless channel is unreliable due to fading and interfer-
ences, which makes it impossible to maintain a quality path from a source node
to a destination node. Additionally, node mobility aggravates network dynam-
ics, which causes frequent topology changes and brings significant overheads for
maintaining and recalculating paths. Furthermore, mobile devices and sensors are
usually constrained by battery capacity, computing and communication resources,
which impose limitations on the functionalities of routing protocols. On the other
hand, the wireless medium possesses inherent unique characteristics, which can
be exploited to enhance transmission reliability and routing performance. Oppor-
tunistic routing (OR) is one promising technique that takes advantage of the spatial
diversity and broadcast nature of the wireless medium to improve packet forward-
ing reliability in multihop wireless communication. OR combats the unreliable
wireless links by involving multiple neighboring nodes (forwarding candidates) to
choose packet forwarders. In opportunistic routing, a source node does not require
an end-to-end path to transmit packets. The packet forwarding decision is made
hop-by-hop in a fully distributed fashion.

Motivated by the deficiencies of existing opportunistic routing protocols in dy-
namic environments such as mobile ad-hoc networks or wireless sensor networks,
this thesis proposes a novel context-aware adaptive opportunistic routing scheme.
Our proposal selects packet forwarders by simultaneously exploiting multiple types
of cross-layer context information of nodes and environments. Our approach sig-
nificantly outperforms other routing protocols that rely solely on a single metric.
The adaptivity feature of our proposal enables network nodes to adjust their behav-
iors at run-time according to network conditions. To accommodate the strict energy
constraints in WSNs, this thesis integrates adaptive duty-cycling mechanism to op-
portunistic routing for wireless sensor nodes. Our approach dynamically adjusts
the sleeping intervals of sensor nodes according to the monitored traffic load and
the estimated energy consumption rate. Through the integration of duty cycling of
sensor nodes and opportunistic routing, our protocol is able to provide a satisfac-
tory balance between good routing performance and energy efficiency for WSNs.
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Chapter 1

Introduction

The mobile ad-hoc networks (MANETs) paradigm was born with the idea of ex-
tending Internet services to the domain of mobile scenarios. In these types of
networks, the network nodes (e.g., the users’ laptops or mobile devices) communi-
cate with each other to perform data exchange without the support of any existing
network infrastructures. Direct communication only happens among users that are
within the transmission range of each other by exploiting the wireless technologies
in ad-hoc mode. Packet transmission between two distant node pair is performed
in a hop-by-hop fashion with the help of intermediate nodes. Due to the charac-
teristics of the wireless medium, packet routing over wireless radio is one of the
most critical challenges in MANETs. Unstable wireless links and unexpected in-
terferences from lossy network environments make data transmission in wireless
multihop ad hoc network a challenging task.

This thesis focuses on packet routing problems in MANET, and its instance
of wireless sensor network (WSN). We present our proposed opportunistic rout-
ing protocols to improve routing performance in lossy wireless mobile scenarios.
This chapter briefly introduces the background of the topics that are covered by
this work, discusses the fundamental challenges faced in the different parts of this
thesis, and summarizes the main contribution of this work. In the end, this chapter
outlines the structure of this thesis.

1.1 Overview

Wireless multihop networks, such as mobile ad-hoc networks and wireless sensor
networks, have received an increasing amount of attention in the past decade due
to their broad range of applications, and the easy deployment at low cost with-
out relying on existing infrastructures. A mobile ad hoc network is a collection
of mobile wireless nodes that can dynamically form a communication network
without the help of any pre-existing infrastructure. The infrastructure-less and the
dynamic feature of these networks demand new networking strategies to provide
efficient end-to-end communication. The diverse application scenarios of these net-
works in many different situations such as battlefield, disaster recovery, emergency

1



1.1. OVERVIEW

response, and industrial monitoring have made MANETs an interesting research
topic. As illustrated in Figure 1.1, various types of sensor nodes (blue, green, and
orange points in the figure) are deployed in different areas, which constitute mul-
tiple communication clusters. The clusters are interconnected via the cluster heads
(red points in the figure), which can be either a based station or a command node.

Due to the intrinsic characteristics, such as node mobility, limited resources,
interferences from the lossy environment, and the variations of wireless link qual-
ity, MANETs face a lot of problems to deliver satisfactory performance. Network
protocol design in such networks presents great challenges mainly due to the fol-
lowing reasons. First, an important feature of wireless networks are time-varying
channels caused by wireless channel propagation effects. For example, multi-path
fading results in major fluctuations of signal quality, and thus, leads to intermittent
network connectivity. Second, due to the fact that wireless medium has broad-
cast characteristics in nature, the transmission on one link may interfere with the
transmissions on other neighboring links. Third, wireless embedded devices, such
as sensor motes, are typically battery powered with limited energy. Battery life-
time imposes a strict limitation on the operation hours of the networks. Therefore,
energy efficiency has been a critical concern in wireless sensor network protocol
design. Fourth, wireless devices are usually constrained by limited on-board re-
sources, such as computation power, memory, etc. All together these limitations
make the routing protocol design in MANET and WSN a nontrivial task.

Figure 1.1: Examples of Mobile Ad-hoc Networks (MANETs).
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Because routing in MANETs and WSNs is difficult, routing protocols received
tremendous attention from research communities [17]. This has led to the devel-
opment of different types of routing protocols for MANETs. Routing deals with
finding appropriate paths between source and destination, possibly via interme-
diate relaying nodes. In wired networks, this is done by constructing a routing
table at each node such that a packet is forwarded following the entries recorded in
the table. Early-stage development of MANET routing follows the same idea and
treats the wireless link as a wired one. It focused on finding a fixed end-to-end path
before data transmission using different types of control messages. However, wire-
less networks are dynamic, and the selected path may be broken if the environment
or network topology changes.

Traditional MANET routing can be classified into four categories: proactive
routing, reactive routing, hybrid routing, and geographic routing. The criterion
to distinguish the four different routing approaches is the mechanism they use to
setup the routing table. In proactive routing, every node keeps an end-to-end path
to any other nodes in the network. Routing tables have to be updated periodically
independent of data transmission. This means that every node has to update its
routing table even if it does not have any data to transmit. The advantage of this
approach is that whenever a node wants to send packets, it already has the route
information available in the routing table, and it just chooses the node stored in
the table as next-hop. Therefore, it does not have to wait for finding a next-hop
forwarder, and a packet encounters short delays. However, the weakness of this
approach is also remarkable, since nodes have to remain updated with the latest
topology by using periodic beaconing messages. The performance of this type
of routing approach depends on the frequency to update the routing table. If the
routing table is updated not as frequently as the topology changes, then the table
will be outdated and the route information is invalid. This leads to transmission
failure and degrades routing performance. However, if the routing table is updated
frequently, additional control overhead has to be paid, which consumes consider-
able resources. Therefore, proactive routing can not perform well in case of node
mobility.

Protocols based on reactive routing, alternatively called on-demand routing
protocols, were designed to reduce the control overhead in proactive routing. They
require the routing information only when a route is needed. In reactive routing,
whenever a node wants to send packets, it starts a route searching process to build
a path to the destination, and then transmits the packet over the calculated path.
Compared to proactive routing, reactive routing does not require the periodic up-
dates of routing tables, and thus, it can save resources. However, since a packet
sender has to wait until the route information is ready, reactive routing usually has
longer delays than proactive routing.

Hybrid routing can be regarded as an integration of both proactive and reactive
routing. This approach is designed to increase the scalability by allowing nodes
with close proximity to work together to form a backbone network to reduce the
route discovery overheads. For example, most hybrid routing protocols are zone-
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based, which means the network is partitioned into a number of zones according to
geographical information.

Independent of the mechanisms and the occasions of routing table updating,
conventional MANET routing relies on an end-to-end path to perform data trans-
mission. The data source has to be aware of all the individual hops in the path
connecting the destination and itself prior to data transmission. Given the paths,
packet transmissions are performed using unicast, which means only the nodes
recorded in the routing table are the unicast receivers of the transmission and all
other nodes will drop the packets even if they overhear the transmission and oppor-
tunistically receive them. However, wireless transmission is broadcast by nature.
Therefore, the unicast feature of traditional MANET routing limits the capacity of
wireless network and restricts the performance of wireless transmissions.

To overcome the drawbacks of using unicast for conventional MANET rout-
ing, opportunistic routing has been proposed to make use of the broadcast nature
of wireless transmission. Opportunistic routing takes advantage of the broadcast
nature and the spatial diversity of wireless transmissions to improve performance of
wireless ad-hoc networks. Instead of using a predetermined path to send a unicast
packet, opportunistic routing postpones the choice of the next-hop to the receiver
side after packet transmissions at each hop. Multiple packet receivers of a broad-
cast transmission coordinate with each other and decide which one will be the real
forwarder. The decision is carried out for each data packet, so the instantaneous
radio conditions are taken into consideration to select the best relaying node.

1.2 Problem Statement

In this thesis, we investigate the feasibility of using opportunistic routing in MANETS
and WSNs. We propose to combine context-aware communication with oppor-
tunistic routing in MANETs and WSNs, such that packet forwarders are selected
based on multiple types of context information of MANETs or WSNs. Our contri-
butions mainly tackle issues related to the following problem domains:

• Limited Energy Resources: Energy efficiency is a challenge in the designs
of MANET / WSN and their protocols, since network nodes are usually pow-
ered by battery with limited energy capacity. For a WSN and its applications,
energy is a more critical issue than other constraints. The limited amount of
battery determines the node and network lifetime. To increase the lifetime
of a WSN, energy consumption of sensor nodes must be controlled strictly
through the design of energy preserving mechanisms. The main energy con-
sumption is due to the operations of different components of a wireless sen-
sor node including onboard sensors, the micro-controller, and the wireless
radio transceivers. To reduce their energy consumption, energy preserving
mechanisms use sleep and wake-up scheduling technique to put individual
component into an energy preserving sleeping mode as long as possible. A
duty cycle is defined as the ratio of the wake-up period and the sleep period.
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Therefore, reducing the duty cycle of the individual energy consuming com-
ponent is the most efficient way of conserving energy. The radio transceiver
is the most energy-hungry component of a sensor node, and its energy con-
sumption in active mode is much higher than in sleeping mode. Therefore,
the sleeping period of a sensor radio transceiver should be adapted to the cur-
rent traffic load. Long sleeping periods ensure a low energy consumption at
low traffic load, while short sleeping periods provide short data transmission
delay and offer efficient routing performance at high traffic load. The MAC
layer must be able to estimate the incoming traffic rates and make proper
decisions about sensor sleep intervals.

• Unreliable Wireless Transmissions: Wireless transmissions are unreliable
by nature. This is because packets are broadcast and transmissions are sub-
ject to interferences or channel fluctuations. Radio irregularity is a non-
negligible phenomenon in wireless communication. Wireless radio trans-
mission ranges are normally irregular and resulting packet delivery ratio
(PDR) distribution is nonuniform, which can significantly affect system per-
formance. In WSNs, the low-power wireless channel is prone to a wide
range of wireless phenomena, which may ultimately result in packet corrup-
tion and packet loss, such as high bit error rate due to multipath propagation,
reflection and scattering effects, interferences with nearby nodes, etc. How-
ever, most MANET/WSN routing protocols do not consider this and they
simply assume that the transmission range is a circle such that nodes within
the radio range can always hear each other. Therefore, a realistic routing ap-
proach should take into account the instantaneous link quality at the moment
of data transmissions when selecting packet forwarders.

• Efficient Routing Requirements: In real world applications, MANETs or
WSNs are usually deployed for specific purposes, such as environmental
monitoring or fire detection. In all these applications, the deployed net-
works must be able to deliver the captured information to end users in an
efficient and economic way. However, with limited onboard resources and
the dynamic nature of wireless environments, efficient packet transmissions
in MANETs or WSNs are very difficult. Traditional routing protocols in
MANETs or WSNs treat the wireless link as a wired one, and focus on find-
ing a fixed end-to-end path between a source-destination pair. Data trans-
mission is unicast to specific nodes that are recorded in the path. However,
the selected path will be invalid if any transmission on the path fails, which
is quite often in the presence of channel variation and node mobility. When
an error occurs, the source node has to find a new path or has to retransmit
the packet, which significantly reduces routing performance. To mitigate
this problem, opportunistic routing (OR) has been proposed to cope with the
unreliability feature of wireless link and make use of the broadcast nature
of wireless transmissions. In OR, a source node does not use fixed nodes
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as packet forwarders. Instead, it broadcasts the packet and lets the multiple
receivers coordinate and choose one node to actually forward the packet. In
this way, OR postpones the forwarder selection to the receiver side, and the
real forwarder is selected from the nodes that have successfully received the
packet.

• Problems of Existing Opportunistic Routing Protocols under Dynamics:
Many OR protocols have been proposed, and most of the existing OR pro-
tocols choose the next-hop forwarder based on a predefined candidate list.
The candidate list includes a list of nodes that might be the forwarder of a
packet (referred to as candidates), and it is calculated prior to data trans-
mission according to certain network metrics, such as expected transmission
count (ETX) [48] or expected any-path transmissions (EAX) [159]. Most of
the research efforts in OR have been given to the selection and ranking pro-
cess of candidates. However, existing OR protocols did not fully consider
the unreliability of wireless transmissions, and most of them assume that the
transmission will succeed when two nodes are within the radio range of each
other. In reality, wireless links are unstable, as they often experience quality
fluctuation and distortion due to interference. Therefore, the list-based OR
features restrict the freedom of opportunism, since only the listed nodes can
compete for packet forwarding. Additionally, the list is statically generated
based on a single metric prior to data transmission, which is not appropriate
for the dynamic feature of MANETs. For example, MANET nodes are mo-
bile, which leads to constantly changing topology. Therefore, the candidate
list, which is built based on an outdated network topology, will be invalid.

• Context-aware Adaptive Communication: MANETs and WSNs are com-
posed of large numbers of nodes. Different nodes have their own parameters,
which determine nodes’ behaviors and further affect network performance.
The values of these parameters should be considered in the packet routing
process. However, most of the existing MANET/WSN routing protocols
choose forwarders based on a single metric, such as hop-count, link qual-
ity, or distance progress. The single metric-based routing approach has the
drawback of fast resource depletion along the preferred paths. Additionally,
most of the existing protocols of MANETs or WSNs are statically config-
ured. Their protocol parameters are of static configuration with fixed values
at compile-time and thus are not able to cope with varying network condi-
tions at run-time. Context-aware adaptive communication enables network
nodes to consider multiple types of context information simultaneously, and
be aware of the updated statues of themselves and the environments. This
should enable nodes to make optimal routing decisions.
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1.3 Thesis Contributions

The main contributions of this thesis include a context-aware adaptive opportunis-
tic routing protocol for MANETs, and its derivation for WSNs, a sensor context-
aware duty-cycled opportunistic routing protocol. We also design a simulation
framework for developing opportunistic routing protocols. The contributions of
this thesis can be summarized as follows:

Opportunistic Routing Simulation Framework (ORSF) The first contribu-
tion is a network simulation framework for opportunistic routing, which abstracts
the core steps of a general opportunistic routing scheme [155] [153]. The frame-
work abstracts the main procedures of opportunistic routing, and facilitates the
developments of novel protocols.

Topology and Link-quality aware Geographic Opportunistic Routing (TLG)
The second contribution of this thesis is an opportunistic routing protocol for mo-
bile ad-hoc networks. TLG [157] is a beaconless opportunistic routing protocol.
Different from most of the existing opportunistic routing protocols, TLG does not
rely on any candidate list, and it enables all the qualified nodes to participate in
packet forwarding. TLG chooses packet forwarders based on three types of context
metrics: network topology, link quality, and geographical location of nodes. By
considering the mobility information of neighboring nodes, TLG is able to make
use of the relative movements of connected nodes to choose packet forwarders.

Context-aware Adaptive Opportunistic Routing protocol (CAOR) The third
contribution of this thesis is an extension of the TLG protocol. CAOR is a novel op-
portunistic routing approach that combines the concept of context awareness with
the adaptive communication mechanism for MANETs. On the network layer, we
design and implement a Context-aware Adaptive Opportunistic Routing protocol
(CAOR) [154] [151]. Our protocol takes into account multiple types of cross-layer
network context information. The context information we consider covers a wide
range, which includes residual energy, energy drain rate, geographical location,
link quality, and estimated traffic load at each node. The adaptation of context
weights enables network nodes to change their behaviors according to the latest
values of the context metrics. The performance of our design has been evaluated
through extensive simulations.

Sensor Context-aware Duty-cycled opportunistic routing protocol (SCAD)
Our fourth contribution is the derivation of our opportunistic routing protocol for
wireless sensor networks. The proposed Sensor Context-aware Duty-cycled oppor-
tunistic routing protocol (SCAD) takes energy as a primary concern, and its MAC
layer adaptive duty-cycling mechanism can adjust the duty-cycles of sensor nodes
according to traffic loads and energy drain rates [150] [149]. SCAD integrates
duty-cycle with opportunistic routing in WSNs. Our goal is to achieve a good
balance between performance and energy efficiency in WSNs. We implement our
protocol in a real-world WSN testbed environment and evaluate its performance.
To provide context awareness of energy, we also implement a run-time energy pro-
filing mechanism to get the real-time energy information.
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Figure 1.2 presents the contributions of this thesis, embedded in the wireless
multihop communication stack. The individual contributions of this thesis are de-
scribed as follows:

Figure 1.2: Thesis contributions depicted in the multihop wireless communication stack.

1.3.1 Opportunistic Routing Simulation Framework (ORSF)

Opportunistic routing has been proposed to improve performance of wireless mul-
tihop ad-hoc networks. Many protocols have been proposed and validated to show
their functionalities. However, most of them are implemented and evaluated with
specific simulators, and the implementations of different protocols have to be done
individually. To simplify this work, we design a framework for simulating oppor-
tunistic routing protocols in the INETMANET framework [7] of the OMNeT++
simulator [138]. The proposed modules adopt an abstraction of the generic func-
tions of the most representative opportunistic routing algorithms. The main contri-
bution is an OMNeT++ modeling architecture that could be extended to implement
different opportunistic routing schemes. This contribution provides an analysis of
the most representative opportunistic routing algorithms. We decouple opportunis-
tic routing into four procedures - Forwarder Candidate Selection, Forwarder Se-
lection, Forwarder Role Change Notification and Collision Avoidance. Different
protocols will have specific implementations of each procedure. In the framework,
these four procedures are defined as virtual functions and act as implementation
stubs such that different protocols could be implemented by overriding them in the
derived function according to their distributed strategies.

The framework is used to validate the performance of representative candidate
list-based opportunistic routing protocols and to identify their drawbacks in the
presence of node mobility or network topology variation. Details of the simulation
framework can be found in chapter 4.
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1.3.2 Topology and Link-quality aware Geographic Opportunistic
Routing (TLG)

Our first protocol contribution is called TLG - Topology and Link-quality aware
Geographic opportunistic routing for MANETs. TLG is a beaconless geographic
opportunistic routing protocol. It does not rely on any candidate list, and it en-
ables all the qualified nodes to participate in the packet forwarding process. TLG
chooses packet forwarders based on three types of context metrics: network topol-
ogy, link quality, and geographical location of nodes. By considering the mobility
information of neighboring nodes, TLG is able to make use of the relative move-
ments of connected nodes to choose packet forwarders. The information of neigh-
bor movements are disseminated through embedding the mobility information into
the headers of data packets. Therefore, no additional communication overhead is
needed to get this information. We compare TLG with well-known existing ge-
ographic routing and beaconless routing solutions. Simulation results show that
TLG outperforms other protocols in terms of both quality-of-service (QoS) and
quality-of-experience (QoE) metrics. Details of the TLG protocol can be found in
chapter 5.

1.3.3 Context-aware Adaptive Opportunistic Routing Protocol (CAOR)

We further extend our previous work of TLG into a generalized concept of context-
aware opportunistic routing. We propose CAOR - Context-aware Adaptive Opportunistic
Routing for MANETs. Compared to TLG, CAOR has more flexibility and it takes
more context information into account, not only limited to topology, location, and
link quality. CAOR is a more generic protocol, which can be configured to include
any new context as far as it has impact on the routing decision. Another important
improvement is that CAOR supports run-time adjustment of the weights of context
information based on their instantaneous values. This is achieved by applying the
Analytic Hierarchy Process (AHP) theory [123]. The adaptivity feature enables
CAOR to adapt the protocol behavior at run-time. Moreover, CAOR uses an active
suppression mechanism to reduce packet duplication, which is an important issue
that is not covered by TLG. Simulation results show that CAOR can provide effi-
cient routing performance in highly mobile environments. The adaptivity feature of
CAOR is also validated. Details of the CAOR protocol can be found in chapter 6.

1.3.4 Sensor Context-aware Adaptive Duty-cycled Opportunistic Rout-
ing Protocol (SCAD)

In this contribution, we move from MANETs to WSNs. We implement our oppor-
tunistic routing protocol in wireless sensor nodes, and perform real-world testbed
evaluations. To do this, several modifications and adaptations of the previous proto-
cols had to be made due to the specifics of WSNs. Energy is of primary importance
in wireless sensor networks. Sensor motes are battery-powered with scarce energy.
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Low power transmission makes the wireless links unstable and unreliable, which
further leads to variant network topologies. Packet retransmissions aggravate the
waste of energy. A beacon-less approach, such as opportunistic routing chooses the
forwarder after packet transmissions, and is thus promising for WSNs. In this part,
we introduce our protocol of SCAD - Sensor Context-aware Adaptive Duty-cycled
beaconless opportunistic routing protocol for WSNs. SCAD adapts the concept of
beaconless OR into the domain of WSNs and selects forwarders based on multiple
cross-layer network context information. To save energy, SCAD adapts duty-cycles
of sensor nodes based on real-time traffic loads and energy drain rates. Real-world
evaluation on TelosB nodes shows that SCAD outperforms other protocols in terms
of both throughput and network lifetime. A real-time energy profiling mechanism
has been designed and implemented in TinyOS operating system running on top of
TelosB nodes to provide energy awareness. The detailed information about SCAD
is presented in chapter 7.

1.4 Thesis Outline

The thesis is structured as follows. In Chapter 2, we describe the background
knowledge of this thesis. Concepts of mobile ad-hoc networks (MANETs) and
wireless sensor networks (WSNs) will be introduced. Their individual character-
istics will also be discussed. In Chapter 3, we investigate the works of others that
are correlated with the concepts covered by the thesis, which include the latest de-
velopments of MANET/WSN routing protocols, opportunistic routing protocols,
context-aware routing, and network simulation frameworks. Chapter 4 presents
our contribution of a simulation framework of opportunistic routing. In Chapter 5,
we discuss TLG, our proposed topology and link-quality aware geographical op-
portunistic routing for MANETs. Chapter 6 describes our extension work of TLG,
namely a novel concept of opportunistic routing, called CAOR - Context-aware
Adaptive Opportunistic Routing for MANETs. Chapter 7 discusses SCAD - Sen-
sor Context-aware Adaptive Duty-cycled opportunistic routing protocol. SCAD is
a prototype instantiation of our proposed opportunistic routing protocol on wireless
sensor nodes. Finally, Chapter 8 concludes the thesis by summarizing the contri-
butions of this work, and discusses interesting and promising future directions of
research.
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Chapter 2

Mobile Ad-hoc and Wireless Sensor
Networks

2.1 Introduction

This chapter introduces some basics of the network environments where the thesis
contributions were conducted: Mobile Ad-hoc Networks (MANETs) and Wireless
Sensor Networks (WSNs). Relevant issues are also included in this chapter.

A wireless ad-hoc network is a decentralized type of wireless network. The
“ad-hoc” property means that the network does not rely on a pre-existing infras-
tructure, such as routers in wired networks or access points in infrastructure-based
wireless networks. Instead, each node in wireless ad-hoc network participates in
the routing process by forwarding data for other nodes, such that the determina-
tion of which node will forward the packet is made dynamically on the basis of
the real-time network connectivity. Wireless ad-hoc networks have many different
instances, and different examples have their characteristics.

Mobile ad-hoc networks are ad-hoc networks consisting of mobile nodes that
can dynamically form a network without any pre-existing infrastructure. In a
MANET, mobile nodes move either according to pre-defined mobility patterns or
randomly. Node mobility makes the network topology constantly changing over
time, which brings new challenges to the design of efficient routing protocols. A
WSN is a concrete example of wireless ad-hoc networks. It consists of wireless
sensor nodes, which can be static or mobile. Wireless sensor nodes have more
strict constraints of resources, such as computation power, energy, and wireless
radio transceiver. These limitations make routing in WSNs a challenging task.

Wireless sensor networks usually comprise a large set of unattended devices
being able to monitor and control the phenomena in remote wide areas. WSNs
enable a wide range of applications, in both military and civilian areas. These
applications require autonomous operation of the sensor devices after deployment.
The sensor devices are featured by the constrained hardware limitations: sensors,
wireless transceiver, micro-controller, and battery. All these constraints make the
collection and dissemination of the monitored information a hard task.
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The description of MANETs and their developments are presented in sec-
tion 2.2. In section 2.2.1, we describe the features of MANETs. Its examples
and applications are presented in section 2.2.2. A WSN is an example of a wire-
less mobile ad-hoc network, but has many specific characteristics due to its design
constraints. Therefore, these features have to be fully analyzed in order to design
efficient WSN protocols. We list the WSN characteristics in section 2.3.2. The
requirements of a WSN are discussed and presented in section 2.3.3. A various
number of application fields of WSNs are introduced in section 2.3.4. The exist-
ing WSN hardware platforms and operating systems are described in section 2.3.5.
Among the various constraints of WSNs, energy is the most critical one, since
WSNs nodes are usually battery-powered and have limited energy capacity. There-
fore, periodic duty cycling is the most common approach to save energy by turning
off the radio transceiver periodically. The developments of periodic duty cycling
are introduced in section 2.3.6. In a wireless environment, the network topology
may change frequently due to the variation of wireless links or node mobility.
Wireless transmission has the feature of unstable links among nodes, because the
environment is subject to multiple types of interferences or collisions. Therefore,
in section 2.4 and section 2.5, we briefly discuss the issues of link variation and
node mobility in a wireless environment. When the network topology changes, it
is important for the network nodes to notice the changes and response properly. In
section 2.6, we describe the issue of topology control in mobile ad-hoc and wireless
sensor networks.

2.2 Mobile Ad-hoc Networks (MANETs)

Mobile ad-hoc networks were originally derived from the requirements of mili-
tary applications. For example, in a battlefield application, where there is no fixed
networking infrastructure, soldiers and assets are mobile and they have a need for
voice, data, and video communications with each other. Since assets are mobile,
traditional IP routing using static routing tables is not suitable for creating net-
works. Dynamic routing that is used in fixed networks will not work well in the
highly mobile environment of the battlefield, because network convergence speed
is too slow to support real-time communication requirements.

Without any fixed networking infrastructure, a MANET has to be created “on-
the-fly”. A MANET is a self-configuring, infrastructure-less network of mobile
devices connected by wireless links. Each device in a MANET is free to move in-
dependently in any direction and therefore will change its links to other devices fre-
quently. Each node must be willing to participate in forwarding traffic even though
the packet is not of its interest. The fact that these networks are self-forming and
self-healing facilitates the deployment process and minimizes the need for manual
configuration and intervention. MANETs support multi-hop networking to extend
coverage and provide redundant paths for increased resilience.
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2.2.1 Characteristics of Mobile Ad-hoc Networks

A mobile ad-hoc network has many distinct characteristics, which are mainly due
to the fact that it lacks any centralized infrastructures. Additional reasons include:

• Time-varying channel caused by wireless channel propagation: nodes lo-
cated within the radio range of each other can establish a network connection
without any pre-configuration or manual intervention.

• Wireless medium is broadcast in nature, the transmission on one link may
interfere with transmissions on other neighboring links.

• Wireless embedded devices are usually constrained by limited resources.

All these limitations make protocol design in MANETs a hard task. In the
following, we list the main characteristics of MANETs.

• Self-forming: Nodes located within the radio range of each other can estab-
lish a network connection without any pre-configuration or manual interven-
tion.

• Self-healing: Nodes can joint or leave rapidly without affecting the opera-
tion of remaining nodes. An important requirement of MANET is its fault-
tolerance, such that the failure of any node will not significantly degrade
performance.

• No Infrastructure: In a mobile ad hoc network, mobile nodes form their
own network autonomously. All the nodes within the network have the same
role. They are both packet source and forwarder. There is no centralized
control of network operation.

• Peer-to-peer communication: Traditional networks typically support end
systems operating in client-server mode. In a MANET environment, mobile
nodes can communicate and exchange messages without prior arrangement
and without reliance on centralized resources.

• Highly dynamic network topology: Mobile nodes are in continuous move-
ment. They move either following certain mobility patterns, or just ran-
domly. The variation of wireless link also changes the connectivity among
nodes. The network topology of a MANET is constantly changing over time.

• Limited resources: Some or all of the network nodes are suffering from
restricted limitation of energy, computation power, memory, etc.

• Limited bandwidth: Wireless links have significantly lower capacity than
infrastructure-based networks. In addition, the realized throughput of wire-
less communications - after accounting for the effects of multiple access,
fading, noise, and interference conditions, etc., is often much less than a
radio’s maximum transmission rate.
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• Security threats: Mobile wireless networks are generally more prone to
physical security threats than fixed cable networks. The increased possibil-
ity of eavesdropping, spoofing, and minimization of denial-of-service type
attacks should be carefully considered in a real system deployment.

2.2.2 Examples of Mobile Ad-hoc Networks

The emergence of low-cost portable devices such as smartphones has led to an
increasing research interest in MANETs, where every person, vehicle, or user is
able to communicate with neighbors via short-distance wireless radio transceivers.
Such a communication paradigm offers multiple advantages: low starting costs,
rapid development, resilience to disruption, and high bandwidth.

Although general purpose MANETs may not yet be widespread, specialized
networks are already a reality. In the following, a brief description of some typical
networks, which are based on the concept of MANETs are presented. These net-
works are concrete instances of MANETs in certain specific application domains.
Therefore, they have different features and also have different application require-
ments.

• Delay Tolerant Networks (DTNs): DTNs [56] have been proposed and used
to provide connectivity in areas where a fully connected network is not al-
ways available. Examples of such networks are those operating in mobile or
extreme terrestrial environments.

• Vehicular Ad-hoc Networks (VANETs): VANETs [146] are used for on-
board safety systems, virtual traffic signs, real-time congestion and traffic
information, and commercial applications, which require vehicle-to-vehicle
or vehicle-to-roadside communication. Vehicle ad-hoc networks have some
distinct features compared to other mobile ad-hoc networks such as large
computational and infinite power resources. The mobility of the nodes may
be quite high, but with mobility patterns constrained to roadways. VANETs
applications usually have more strict requirements on packet transmission
delay, since a late alarm message is not acceptable for safety.

• Wireless Sensor Networks (WSNs): WSNs [22] have been proposed to rapidly
deploy low-cost, low-power wireless motes in a target area. In practice,
WSNs have been used in many industrial applications, such as industrial
monitoring, environmental monitoring, or animal monitoring. The data col-
lected and often already partially processed by the sensors is transmitted to
the destination node, which is controlled by a gateway node or monitoring
center. Wireless sensor networks have very strict limitations on battery level,
communication and computation capacities, and memory spaces. Due to the
fact that sensors are battery powered, power consumption is the major con-
cern in a wireless sensor network application.
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• Wireless Multimedia Sensor Networks (WMSNs): WMSNs [27] are new
types of sensor networks gaining research interest due to the availability
of low-cost and mature technologies in camera sensors and scalar sensors.
As an extension of traditional scalar wireless sensor networks, WMSNs are
composed of wirelessly interconnected sensor nodes equipped with multi-
media devices, such as cameras and microphones, and are capable to re-
trieve video and audio streams, still images, as well as scalar sensor data.
WMSNs can visually observe the physical behaviors of the objects in the
targeted areas, which significantly enriches the application ranges of wire-
less sensor networks. The support of multimedia transmission in WMSNs
provides additional information to evaluate the network performance from
the perspectives of the end users.

• Personal Area Networks (PANs): PANs [11] are short-range, localized net-
works where nodes are usually associated with a given person. These nodes
could be attached to someone’s pulse watch, belt, and so on. In these scenar-
ios, mobility is only a major consideration when interaction among several
PANs is necessary, illustrating the case where, for instance, people meet in
real life.

• Unmanned Aerial Vehicular Networks: In case of disasters of emergent
conditions, existing communication infrastructures may be broken and be-
come unavailable. To facilitate the necessary operation in this kind of sce-
narios, it is important to deploy quickly a temporary communication network
to assist the rescue operation. An unmanned aerial vehicular network can be
set up and deployed into the dangerous area to form an unmanned aerial ve-
hicular networks (UAVNet) [99] or Flying Ad-hoc Network (FANET) [120]
to perform rescue tasks, such as shown in Figure 2.1. The flying UAVs car-
rying sensor devices form a flying wireless sensor/ad-hoc network.

2.3 Wireless Sensor Networks (WSNs)

Due to recent technologies advances, the manufacturing of small and low lost sen-
sors became technically and economically feasible. The sensing electronics mea-
sure the ambient conditions related to the environment surrounding the sensor and
transform them into an electric signal. Processing such a signal reveals some prop-
erties about objects located or events happening in the vicinity of the sensor. A
larger number of disposable sensors can be networked together in many applica-
tions that require unattended operations. A wireless sensor network consists of a
certain amount of sensor nodes. These sensors have the ability to communicate
either among themselves or directly to an external base station. A larger number of
sensors allows for sensing over larger geographical regions with higher accuracy
and better coverage.
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Figure 2.1: An UAVNet deployment for rescue purpose under disaster scenarios.

2.3.1 Components of Wireless Sensor Network Nodes

Figure 2.2 shows the schematic diagram of a wireless sensor node and its compo-
nents. Basically, each sensor node has typically several components: a wireless ra-
dio transceiver with an internal antenna, a micro-controller, an electronic circuit for
interfacing with sensors, a certain number of sensors, and an energy source. Size
and cost constraints on sensor devices result in corresponding limitations on re-
sources such as energy, memory, computational power, and communication band-
width. The functionalities and roles of different components in the operation of a
sensor node are listed below.

• Wireless radio transceiver: transmits a bit- or byte stream as radio signals.
When receiving the signals, the radio transceiver converts it back into a
bit/byte stream for further processing. This is the most energy consuming
component of a sensor node. Therefore, the operation of packet transmission
and reception should be carefully controlled to reduce energy consumption.
Many MAC layer protocols have been proposed in this area, the main idea is
to switch the radio transceiver completely off whenever possible to put the
sensor into sleep mode to save energy. The next section gives more details
about this mechanism.

• Micro-controller: is a general purpose processor, and it is optimized for em-
bedded applications with low power consumption. The most popular choice
is the MSP 430 from Texas Instruments [8].

• Memory: is for general purpose data storage.

• Sensors: are for sensing the physical phenomena. There are many types
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Figure 2.2: WSN architecture and components of a wireless sensor node.

of sensors. Omni-directional sensors include light, thermometer, pressure,
etc. Depending on the application requirements, sensors can be added or
removed from the board.

• Power: One of the major limitations on performance and lifetime of WSNs
is the limited capacity of these finite power sources, which must be manually
replaced when they are depleted. Recent works of [82] [79] have explored
scenarios in which nodes can harvest energy from their environment (e.g.,
from the sun) and use it to recharge their batteries. In the absence of such
energy (e.g., at night in the case of solar energy), nodes can then subsist on
their replenished battery supply.

2.3.2 Characteristics of Wireless Sensor Networks

A wireless sensor network is an instance of a wireless ad-hoc network. There-
fore, it has all the features of MANETs presented above. Besides, wireless sensor
networks have their own characteristics. In the following, we list some of these
characteristics.

• Resource constraints: The wireless sensor nodes are of small size and carry
very limited resources. They are usually battery-powered, and the limited
battery level constrains the operation of WSNs and poses high requirements
for efficient protocol design. The energy consumption of a wireless sensor
node is caused by multiple components: wireless radio transceiver, micro-
controller computation operation, memory access, etc. An efficient WSN
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protocol, independent of which network stack layer, should take energy effi-
ciency as the first concern. Other resource limitations also bring difficulties
to WSN protocol design, such as very few memory space, low computation
power, etc.

• Low-power wireless transceiver: Wireless sensor nodes carry low-power
wireless transceivers for communication. The traditional problems associ-
ated with wireless channels (e.g., fading, high error rate) may significantly
affect the operation of sensor networks.

• Heterogeneity of nodes and links: In a real-world deployment of a wireless
sensor network, different types of sensor nodes will be configured to work
together. They may have different capacities and play different roles in the
system. The existence of heterogeneous sensors raise many technical issues
related to data transmission. For example, some applications might require a
diverse mixture of sensors for monitoring temperature, pressure and humid-
ity of the surrounding environment. Different types of sensor nodes might
work at different traffic rates, subject to diverse quality of service constraints,
which brings great challenges to deliver a satisfactory performance.

2.3.3 Requirements of Wireless Sensor Networks

In this section, we summarize the main WSN requirements affecting multihop rout-
ing protocols. These requirements often are interrelated, even though sometimes
the performance of one requirement is in conflict with another one. For instance,
the increment of security produces the reduction of the energy efficiency.

• Energy efficiency is the most critical requirement. Sensor nodes are placed in
distant positions, where usually no additional recharging is possible. Thus,
nodes using batteries must operate autonomously during months or even
years. The battery lifetime is determined by the power consumption of main
components (i.e., processing, sensing, and communication). These compo-
nents are disabled during sleeping states in order to minimize the power con-
sumption. However, wireless communication consumes the majority of the
energy, in particular the packet transmission is the most energy-hungry part.
To maximize the WSN lifetime, efficient routing protocols must minimize
the number of packet transmissions.

• Scalability is a specific property of WSNs where thousands or hundreds of
nodes are deployed to sense a target area. For the limited sensing coverage
of nodes, the density of neighbor inside the same radio range is from tens to
hundreds. This factor requires distributed protocols where nodes take routing
decisions using local neighborhood information.

• Topology is a relevant factor for WSNs even in applications where nodes are
stationary. In static WSNs, the topology may change by adding or removing
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nodes. Moreover, topology changes happen because of node failures due
to physical damages or power lack. Another important factor affecting the
network topology is the fluctuation of link qualities between two connected
nodes. These topology changes break multihop paths and damages routing
protocols, and thus reduce their performance in terms of latency, efficiency,
and reliability.

• Connectivity is of great importance in dense WSNs. The connectivity is
defined as the capacity of establishing communication between any two in-
dividual nodes. To achieve connectivity among all nodes, WSNs require
localized communication protocols avoiding the overhead of route mainte-
nance techniques and flooding discovery mechanisms.

• Security is a key aspect in some WSN applications such as Intrusion Detec-
tion System (IDS) where the delivery of warning message is essential. An
attack tries to avoid the proper operation of IDS by interfering warning mes-
sages. To guarantee multihop communications in the presence of attackers,
many cryptographic algorithms need high resources in terms of computa-
tions, energy and bandwidth.

2.3.4 Applications of Wireless Sensor Networks

This section describes some applications of wireless sensor networks. The range of
applications scales from habitat monitoring at home automation to traffic control
and health care, from civil engineering to military war fields. Some emerging
application scenarios include home monitoring and water monitoring.

• Home, civil and environment engineering applications: Home control ap-
plications provide flexible management of lighting, heating, and cooling sys-
tems from anywhere in the home. Civil applications can enable the extension
and upgrading of building infrastructure with minimal efforts. Sensor net-
works can be deployed in remote areas to monitor environmental conditions
such as micro-climate changes, volcanic and seismic activities.

• Industrial applications: Specific applications for industrial and commercial
spaces include monitoring of warehouses, fleet management, factories, as-
sembly lines, work-flow, inventory, and material processing systems (chem-
icals, cooling, gas flow).

• Medical applications: One of the most important and rapidly growing ap-
plication areas is the application in the medical field, e.g., pre-hospital and
in-hospital emergency care, disaster response, and stroke patient rehabilita-
tion. Patient and doctor tracking systems allow home monitoring for chronic
and elderly patients and provide long-term care facilitation and trend analy-
sis.
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2.3.5 Wireless Sensor Network Hardware Platforms and Operating
Systems

A wide variety of custom sensors and off-the-shelf sensors have been designed for
both academic and industrial applications. In this section, we briefly summarize
the latest developments of hardware and software in the domain of wireless sensor
networks.

Wireless Sensor Network Hardware Platforms

The following is a selection of the state-of-the-art of the wireless sensor network
node platforms currently deployed in research and commercial applications.

• TMoteSky: The Tmote Sky mote [15], as shown in Figure 2.3, is a general
purpose wireless sensor network platform with a large market share both in
academia and industry. Tmote Sky is one of the few FCC Certified wire-
less sensor network platforms available on the market. The TelosB node
consists of a MSP430 F1611 low-power micro-controller [88] from Texas
Instruments with 10kB RAM, 48kB+256B flash ROM and 1024k serial stor-
age, on-board humidity, temperature and light sensors. A CC2420 radio
transceiver [91] from Chipcon is used as radio module. Operating elements
for diagnostics are a button and three LEDs.

Figure 2.3: TMote Sky sensor node.

• BTnode: The BTnode [2], as shown in Figure 2.4, is a versatile, autonomous
wireless communication and computing platform based on Bluetooth radio,
a second low-power radio and a micro-controller. The BTnode rev3 is a dual
radio device with a CC1000 low-power radio module and a Zeevo ZV4002
Bluetooth radio module. The Bluetooth system supports up to four inde-
pendent piconets and seven slaves. The BTnode can operate both radios si-
multaneously or shut them down independently when not in use. Operating
elements for diagnostics are four LEDs. The micro-controller is an Atmel
Atmega 128L with 64+180 Kbyte RAM, 128 Kbyte FLASH ROM and 4
Kbyte EEPROM.

• JN5148: The JN5148 mote [80], as shown in Figure 2.5, developed by Jen-
nic company, is a new product for high performance sensor node on a single
low-cost chip. The chip integrates a powerful 32-bit RISC microcontroller
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Figure 2.4: BTnodes sensor node.

with large memory 128 KB ROM and 128 KB RAM. Its radio transceiver
supports a IEEE 802.15.4 compliant and a 667 kbps data rate at 2.4 GHz
band with a ultra-low consumption below 18 mW. The JN5148 chip repre-
sents the future generation of wireless sensor nodes that will be manufac-
tured and deployed extensively.

Figure 2.5: JN5148 sensor node.

Wireless Sensor Network Operating Systems

Besides the physical components, a critical step towards achieving the vision be-
hind wireless sensor networks is the design of a software architecture that bridges
the gap between raw hardware capabilities and a complete working system. The
demands placed on the software of wireless sensor networks are numerous. It must
be efficient in terms of memory, processor, and power so that it meets the strict ap-
plication requirements. It must also be agile enough to allow multiple applications
to simultaneously use the system resources such as communication, computation
and memory. The extreme constraints of these devices make it impractical to use
legacy systems.

In this section, we discuss the operating systems that are specifically designed
for wireless sensor networks, tolerating all the device constraints listed before. We
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focus on two representatives of Contiki and TinyOS, which are the most popular
operating systems on today’s WSN.

• TinyOS: The TinyOS operating system [89] is an event-based operating sys-
tem for sensor networks. The system is organized as a collection of com-
ponents. Each TinyOS configuration is composed of an application, its re-
quired operating system services, a scheduler, and a component graph. Each
component is composed by commands, event handlers, tasks and an execu-
tion frame. Each component declares the commands to which it responds
and the events it signals. Commands are non-blocking method calls and are
typically used to initiate software and hardware requests and, conditionally,
initiate tasks. Event handlers are used to handle hardware interrupts and may
call commands or post tasks. The system provides a simplified concurrency
model, based on run-to-completion tasks, which may only be preempted by
interrupts. This model brings both negative and positive consequences. In
a traditional thread-based model, where each thread has its own stack, each
thread must reserve space in the node’s limited memory for its execution
context. Depending on the architecture, context switching may be a lengthy
operation. By restricting this model, TinyOS reduces most of this overhead,
but also loses most of the characteristics of a traditional multi-thread model.
This restriction of concurrency may also hinder the system’s ability to deal
with real-time metrics. TinyOS does not provide dynamic memory alloca-
tion mechanisms. Timing services are provided by a timer interface. The
component model of TinyOS, along with its simplified concurrency model,
allows the system to run in platforms with less than 1KB of RAM.

• Contiki: The Contiki operating system [51] is an open source operating sys-
tem designed for networked embedded systems with small amounts of mem-
ory, supporting a wide range of target platforms. Contiki to supports vari-
ous micro-controller chips, ranging from 8-bit over 16-bit to 32-bit architec-
tures. A typical Contiki configuration size is 2 kilobytes of RAM and 40
kilobytes of ROM. Contiki features an event-driven kernel, providing sup-
ports for pre-emptive multi-threading using protothreads. Protothreads are
lightweight threads that provide a linear, thread-like programming style on
top of Contiki event-driven kernel. Another key feature of Contiki is its sup-
port of dynamic linking of code at run-time. This facilitates over-the-air pro-
gramming and integrating new functionalities without the needs of collecting
and reprogramming the nodes off-line. A core component of Contiki is its
modularized and highly customizable network stack, which has well-defined
generic interfaces for various node platforms. In contrast to operating sys-
tems that are limited to certain hardware components, most components of
Contiki network stack can be run on all ports supported by Contiki.

Table 2.1 shows the comparison between the two operating systems. Both
operating systems can generally fulfill all of the discussed requirements. TinyOS
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is better suited when resources are really scarce. Contiki might be the better option
when flexibility is more important, for example when the node software has to be
updated often for a larger amount of nodes [117].

Table 2.1: Comparison of TinyOS and Contiki

TinyOS Contiki
Event-driven model, non-preemptive
multi-tasking

Event-driven model with optional pre-
emptive multitasking

Programs written as explicit state ma-
chines

Programs written in a sequential fash-
ion

Static linked applications Dynamic linking of binaries
Code written in necC Code written in C

2.3.6 Periodic Duty Cycling

Energy saving in wireless sensor networks is an issue of paramount priority. This
is because in most scenarios, the deployment environment forbids both the use of
constant power supply and the frequent replacement of the batteries. Therefore,
most of the sensor networks use duty cycling mechanisms to control the awake
time of the radio transceiver, which is the most energy consuming component on a
sensor board.

In traditional wireless sensor networks, sensors have to stay in the listening
state for sensing ongoing data transmissions. If no event happens, nodes are in
idle mode for a long time. Idle listening wastes energy when a node is active,
even if there is no packet transmission. Traditional MAC protocols, such as IEEE
802.11 [6] are unsuitable for sensor networks’ data delivery. Idle listening state in
IEEE 802.11 consumes as much energy as the receiving state. In order to reduce
energy consumption when nodes are in the idle listening state, duty-cycling based
MAC protocols have been proposed to configure nodes to switch to the sleep mode
periodically to save energy [143] [137] [112].

The existing duty-cycle patterns can be divided into synchronous and asyn-
chronous. In protocols with synchronous duty cycles, all nodes wake up at the
same time, and they use the same predefined duty cycling interval. The syn-
chronous protocols can be divided into two groups. The time division multiple
access (TDMA) [14] and the carrier sense multiple access (CSMA) [3] protocols.
Both protocols require synchronization messages to keep the network synchro-
nized. In TDMA protocols usually all the time slots are pre-allocated to the given
nodes. In CSMA protocols the neighbor nodes use a CSMA mechanism to as-
sign the slot to a node. Real world implementations of synchronous protocols also
showed that keeping nodes synchronized is a challenging task. A significant part
of the required energy is used to keep nodes synchronized, mainly because of the
longer wake-up time used for synchronization messages.
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Asynchronous protocols do not make the nodes to wake up at the same time.
The sender waits until the receiver node is awake. Therefore, there is no need
for any synchronization messages, which are very energy-consuming. There are
two different ways to detect that the target node is awake. First, every neighbor
node sends a short beacon message after the wake-up. By overhearing this bea-
con, a sender knows when the receiver is ready for receiving. Second, the sender
transmits several beacons in a row until the corresponding receiver wakes up and
sends an acknowledgment back to the sender. Another advantage of asynchronous
protocols is that the duty cycles of different network nodes can be non-identical.
Therefore, the nodes can adapt their duty cycles according to current traffic loads.
For instance, nodes located closer to the destination should use a shorter duty cycle
interval to be actively involved in packet transmissions, since most of the traffics
will go through them to reach the destination. The major challenge for such adap-
tive protocols is to detect the increasing traffic on time.

By putting sensors into sleep, we can extend the lifetime of a sensor network.
However, the price we have to pay is that network communication and sensing
capabilities become intermittent, since sensors switch between sleep and wake
modes. The reduced sensing capability disrupts the sensing coverage of the net-
work, i.e., certain areas of the network may not be covered by any sensor and
events may fail to be detected on time. Similarly, turning off radio transceivers
results in loss of connectivity among nodes. In other words, paths among nodes
may be unavailable from time to time. Therefore, sensors need to establish new
paths to forward data or wait for the nodes in the path to wake up, which leads to
additional delays. As a conclusion, there is a trade-off between energy saving and
performance degradation. An efficient WSN protocol should carefully design its
operation in order to achieve a good balance between energy efficiency and system
performance.

One way to mitigate performance degradation caused by low duty cycle is to
add redundancy to the network, i.e., to deploy more sensors. However, in real ap-
plications, there is no more interaction with testbeds after the deployments. There-
fore, a second way to mitigate such performance degradation is more promising.
This approach is to design good algorithms and protocols that carefully control
the sleep schedules of sensors (i.e., determining when and for how long a sensor’s
radio transceiver should be switched off).

2.3.7 Energy Profiling

The deployment of energy-efficient applications for wireless sensor networks re-
quires mechanisms and tools for run-time monitoring of energy consumption. A
thorough understanding of how energy is spent is the first step to produce energy
efficient protocols. The protocol designers have to know which are the fractions of
energy dedicated to different application activities, such as communication, sens-
ing, and computation. On the basis of such information, it is possible to reduce the
operation of the most energy-hungry activities through protocol design.
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Systems for estimating energy consumption can be implemented both in hard-
ware and in software. Hardware-based approaches rely on the presence of addi-
tional circuits on the sensor board (to provide run-time measurement of energy
consumption) or involve the use of an oscilloscope/multimeter or some external
devices, such as sensor node management device (SNMD) [67]. The positive as-
pect of hardware-based energy estimation is that it can be very accurate. However,
hardware-based energy measurements usually suffer from the costs associated with
additional hardwares and the analysis of application behavior may be only limited
within a research laboratory, where the operating environments can be significantly
different from the real deployment scenarios. Software-based approaches [52] do
not require any additional hardware and can be easily integrated with run-time
energy management strategies. The drawback of software-based energy profiling
is that it may introduce overhead (both in term of code size and run-time execu-
tion), and measurements cannot be as accurate and detailed as the ones provided
by hardware-based techniques.

No matter which approach to follow, energy-efficient WSN protocols must
have run-time energy consumption awareness, such that the protocols can adapt
their behaviors accordingly to achieve a good balance between energy efficiency
and system performance.

2.4 Wireless Link Variation

Mobile ad-hoc networks and wireless sensor networks might frequently suffer the
problems of node mobility and wireless link variation, which bring uncertain issues
to the design of energy efficient protocols.

Wireless transmission has characteristics of instability and unreliability, due to
the wireless radio propagation and varying interferences during the data transmis-
sion.

Radio irregularity is a non-negligible phenomenon in wireless communication.
As shown in Figure 2.6, wireless radio transmission ranges are normally irregular
and resulting packet delivery ratio (PDR) distribution is non-uniform, which can
significantly affect system performance [161]. However, in many protocol designs,
such as routing protocols, this is not considered. They simply assume that the
transmission range is a circle such that nodes within the radio range can always
hear each other, which is not true in reality.

2.5 Node Mobility

In mobile ad-hoc networks, nodes are mobile and their movements are subject
to certain mobility patterns (either follow some mobility models or follow some
mobility traces). Many mobility models have been proposed, and we summarize
some of the them.
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Figure 2.6: Irregular radio range(upper) and resultant PDR distribution(bottom)

The Random Waypoint Mobility model (RWP) The Random Waypoint Mo-
bility model [36] is the most commonly used mobility model in research commu-
nity. At every instant, a node randomly chooses a destination and moves towards
it with a velocity chosen randomly from a uniform distribution [0,Vmax], where
Vmax is the maximum allowable velocity for every mobile node. After reaching
the destination, the node stops for a duration defined by the “pause time” parame-
ter. After this duration, it again chooses a random destination and repeats the whole
process until the simulation ends. Figure 2.7 shows an example path of a mobile
node moving with the Random Waypoint model.

Figure 2.7: Travel pattern of a mobile node using the Random Waypoint model

The Random Walk Mobility model (RW) The Random Walk Mobility model
[53] was originally proposed to emulate the unpredictable movements of particles
in physics. Because some mobile nodes are believed to move in an unexpected
way, Random Walk mobility model is proposed to mimic their movement behav-
ior. The Random Walk mobility model has similarities with the Random Waypoint
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model because the node movement has strong randomness in both models. In the
Random Walk mobility model, the nodes change their speed and direction at each
time interval. For every new interval t, each node randomly and uniformly chooses
its new direction θ(t) from (0, 2π]. In a similar way, the new speed v(t) follows a
uniform distribution from [0, Vmax]. An important property of the Random Walk
mobility model is the memoryless process where the information about the previ-
ous status is not used for the future decision. Compared to the Random Waypoint
mobility model, the Random Walk model is the Random Waypoint model with a
zero pause time. Figure 2.8 shows an example path of a mobile node moving with
the Random Walk model.

Figure 2.8: Travel pattern of a mobile node using the Random Walk model

The Random Direction Mobility model (RD) The Random Direction Mobil-
ity model [121] was proposed to overcome density waves in the average number
of neighbors produced by the Random Waypoint Mobility model. A density wave
is the clustering of nodes in one part of the simulation area. In the case of Random
Waypoint model, this clustering occurs at the center of the simulation area. In this
model, mobile nodes choose a random direction to travel. The node then travels to
the border of the simulation area in that direction. Once the simulation boundary
has been reached, the node pauses for a specific time, chooses another direction
and continues the process. Figure 2.9 shows an example path of a mobile node
moving with the Random Direction model.

The Reference Point Group Mobility model (RPGM) The Reference Point
Group Mobility model [69] represents the random motion of a group of mobile
nodes as well as the random movement of each individual mobile node within the
group. Group movements are based on the path traveled by a logical center (group
leader). It is used to calculate group motion via a group motion vector (GM ).
The motion of the group center completely characterizes the movement of the cor-
responding group of mobile nodes, including their direction and speed. Individ-
ual mobile nodes randomly move around their own pre-defined reference points
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Figure 2.9: Travel pattern of a mobile node using the Random Direction model

whose movements depend on the group movement. As the individual reference
point (RP ) moves from time t to t+ 1, their locations are updated according to the
group logical center. Once the updated reference group points are calculated, they
are combined with a random motion vector (RM ) to represent the random motion
of each mobile node about its individual reference point. The RPGM model can be
used in applications where a group of nodes with similar interests move together,
such as in social networks. Figure 2.10 shows an example path of three mobile
nodes moving with the Reference Point Group Mobility model.

Figure 2.10: Travel pattern of a mobile node using the Reference Point Group Mobility
model

Trace-based Mobility Model In recent years, many researchers have tried to
redefine existing mobility models to make them more realistic by exploiting the
available mobility traces [86], which are stored in the Community Resource for
Archiving Wireless Data at Dartmouth (CRAWDAD) trace repository [44]. The
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key underlying idea of these models is the exploitation of available measurements
such as connectivity logs to generate synthetic traces that are characterized by
the same statistical properties of the real ones. Various studies have been con-
ducted both in infrastructure-based and infrastructure-less environments since the
first wireless networks have been deployed. Extensive measurements about the
usage of the early deployed Wireless Local Area Networks (WLANs) have been
conducted [130]. With respect to mobility models for vehicular networks, a large
amount of traces mapping the movements of vehicles in cities and in highways
are collected by the traffic authorities but they are not publicly available also due
to security reasons. Starting from these traces, several models have been recently
presented, such as the Topologically Integrated Geographic Encoding and Refer-
encing (TIGER) traces [134].

Social Network-based Mobility Models are based on a simple observation. In
mobile networks, devices are usually carried by humans, so the movement of such
devices is necessarily based on human decisions and social behavior. A key char-
acteristic is the presence of clusters that are usually dependent on the relationships
among the members of the social group. In order to capture this type of behav-
ior, mobility models dependent on the structure of the relationships among people
carrying the devices have been defined. However, existing group mobility model
fails to capture this social relationship. In [101], authors proposed a community
based mobility model, which allows collections of hosts to be grouped together in
a way that is based on social relationships among the individuals. This grouping is
only then mapped to a topographical space, with topography biased by the social
relationships among them.

The introduction of mobility expands the application spaces of both wireless
ad-hoc and sensor networks. However, node mobility modifies the network topol-
ogy constantly and brings new challenges to the design of network protocols. In
the domain of wireless ad-hoc networks, one may think that mobility has only a
negative impact on network performance. However, with the capability of moving,
nodes could visit places where a static deployment can not visit, and can cover
areas that a static deployment can not cover. Moreover, mobility patterns can be
configured in a way that nodes will benefit from the encountering with other mov-
ing nodes. For example, when the relative moving speed of two nodes is low,
nodes will benefit from their movements, since they have chances to meet a better
forwarder, which might hep to bring the packet closer to the destination. However,
if the moving speed is high, the contact duration between two moving nodes will
be short. Then the packet transmission can not be finished within such a short
“meeting” interval. In general, the effect of node movements plays a significant
role on system performance, and thus, deserves detailed investigation.
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2.6 Topology Control

Due to the movement of nodes or the variation of wireless radio link, network con-
nectivity of a wireless mobile ad-hoc sensor network will keep changing over time.
It may happen that at some time, one or more nodes lose the connectivity with other
nodes. Consequently, the network will be separated into multiple isolated pieces,
and performance will degrade sharply. Therefore, to maintain network connectiv-
ity, a topology control algorithm is necessary in both mobile ad-hoc networks and
wireless sensor networks.

Additionally, topology control is an important technique to reduce energy con-
sumption and interference among multiple data flows. In this context, the goal is to
control the network topology with the purpose of maintaining some global graph
property, while reducing energy consumption and/or interference [125].

Several approaches have been proposed to control network topology [114]
[113], and the most common techniques are listed below:

• Adapt transmission power of sensor nodes: Starting from a minimum trans-
mission power, a node adaptively adjusts the transmit powers in response to
topology changes and attempts to maintain a connected topology.

• Turn off the sensor nodes: Some nodes are deployed to provide coverage and
connectivity redundancy. Therefore, they could be temporarily turned off to
save energy, given that the network connectivity is not affected.

• Create a communication backbone: To keep the network always connected,
a communication backbone can be created such that the backbone-nodes are
always working properly to provide full-time network connectivity.

• Adding new nodes into the network to preserve connectivity: In case of a
broken connectivity, new nodes can be added into the broken parts of the
network, to re-establish connectivity. Or if the connectivity is detected to be
broken soon, new nodes can also be added to preserve connectivity.

In general, topology control has significant impact on energy consumption of
wireless ad-hoc and sensor networks. Since it modifies network topology, it also
plays an important role in maintaining network connectivity and improving net-
work performance. Therefore, topology control should be considered during the
protocol design of MANETs and WSNs.

2.7 Conclusions

In this chapter, a general overview of wireless mobile ad-hoc networks and wireless
sensor networks has been presented. Their basic concepts, specific characteristics,
and applications scenarios were discussed. We introduced relevant works within
these two networks, such as packet routing, energy management, hardware and
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software platforms, etc. Moreover, we described the design challenges of these
two networks.

In the next chapter, we will review the latest developments of the relevant topics
that are covered in this thesis.
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Chapter 3

Related Work

This chapter introduces the most significant and important related works of this
thesis: routing in MANETs and WSNs, opportunistic routing, context-aware adap-
tive communications, and simulation framework for MANET/WSN study. The
latest developments of other relevant topics are also included in this chapter. In
section 3.1, we introduce some general background knowledge. The latest devel-
opments of traditional routing approaches in MANETs are presented in section 3.2.
They can be classified into four groups: proactive routing (section 3.2.1), reactive
routing (section 3.2.2), hybrid routing (section 3.2.3), and geographic routing (sec-
tion 3.2.4). Section 3.3 describes the representative routing protocols in WSNs. A
new routing approach, opportunistic routing is introduced and its latest develop-
ments are discussed in section 3.4. Two kinds of opportunistic routing: candidate
list-based approach and beaconless-based approach are explained individually in
section 3.4.4 and section 3.4.5. Section 3.4.3 introduces the different coordination
mechanisms of opportunistic routing.

Next, we introduce a new routing concept, called context-aware routing. Con-
text aware routing, in general, takes all the network context information that have
impact on the routing performance into account. The background knowledge is de-
picted accordingly in section 3.5, section 3.5.2 and section 3.5.4, which cover the
topics of context definition, context-based routing protocol, and the mechanisms to
combine multiple types of context information. An adaptive communication mech-
anism is promising for wireless ad-hoc networks, since the participants could adapt
their behaviors according to the latest network conditions, which vary fast in lossy
wireless network. Thanks to the context-awareness, adaptive routing can make the
local optimal routing decision. We analyze the latest developments of the adap-
tive communication mechanisms in section 3.6. The decision making techniques,
which are the supporting schemes to provide adaptivity feature, are discussed in
section 3.7.

Existing efforts on duty-cycling mechanism and software-based energy profil-
ing mechanism are described in section 3.8 and section 3.9 separately. Section 3.10
describes the efforts on network simulation and simulation frameworks. In sec-
tion 3.11, we conclude the related works.
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3.1 Introduction

Traditional routing protocols for wireless multihop networks have followed the
concept of routing in wired networks by abstracting the wireless links as wired
ones, and find paths with the shortest lengths or the highest throughput. The pro-
tocols use controlling message to set up an end-to-end path from a source to a
destination before the data transmission. Once the path is built, the source will
stick to that path and packets will be only sent to the nodes on the path. As far
as any node on the path is not working properly, the whole path is broken and the
source has to search for a new path and retransmit the packet. As a conclusion,
since traditional MANET and WSN routing protocols rely on the consistent and
stable behavior of individual links, the intermittent behavior of wireless links can
result in poor performance such as low packet delivery ratio, high control over-
head, and long end-to-end delay. On the other hand, the abstraction of the wireless
link as the wired one ignores the unique broadcast nature and spatial diversity of
the wireless transmission. In MANETs or WSNs, when a packet is unicast to a
specific node, all the neighboring nodes in the effective communication area of
the sender might overhear the transmission at the the physical layer. It’s possible
that some of the neighbors may have received the packet successfully while the
designated next-hop node did not.

Based on this observation, a new routing mechanism, known as opportunis-
tic routing (OR) has been proposed. Opportunistic routing integrates the network
and MAC layer. In opportunistic routing, instead of selecting only one node as
forwarder and sending unicast packet, the packet sender selects a set of candidate
nodes and broadcasts the packet. When receiving this packet, one neighbor of the
sender is selected dynamically at the MAC layer as the real forwarder based on
the instantaneous wireless channel quality of that transmission and node availabil-
ity at the time of packet transmission. Opportunistic routing takes advantages of
the spatial diversity and broadcast nature of wireless communications and is an
efficient mechanism to combat the time-varying features of wireless links. Oppor-
tunistic routing improves the network throughput and energy efficiency compared
to traditional routing in MANETs and WSNs.

In the following, we start with the introduction of the traditional routing mech-
anisms in MANETs and WSNs [17]. Their drawbacks in case of node mobilities
and link variations are also presented and discussed. This leads to the next section,
where we introduce the concept of opportunistic routing. The immunity of oppor-
tunistic routing against the node mobility and channel variation is described then.
The latest developments of opportunistic routing protocols are presented also.

3.2 Routing in Mobile Ad-hoc Networks

Packet routing in a mobile ad-hoc network is intrinsically different from routing
in wired networks with fixed infrastructures. Due to the infrastructure-less feature,
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routing in MANETs encounters many challenges that do not exist in wired network
routing. For example, one challenge is that, a MANET node needs to know the
reachability information to its neighbors. However, node mobility and varying of
wireless links make the network topology constantly change over time.

Many efforts have been made in the design of routing protocols in mobile ad-
hoc networks. Most of them are based on the usage of routing tables. There are
many ways to summarize the types of MANET routing algorithms. If the decision
is made based on the information used to build the routing tables, then MANET
routing can be divided into two types: shortest distance algorithms and link state
algorithms. Shortest distance algorithms use distance information to build and
maintain routing tables. Link state algorithms use connectivity information to build
a topology graph which is then used to build routing tables. If the decision is based
on whether and when the routing tables are built, then MANET routing can be
divided into four types: proactive routing, reactive routing, hybrid routing, and
geographic routing.

In the next sections, we follow the second principle, namely to separate the
MANET routing according to whether and when the routing tables are built. In
proactive routing, nodes maintain routing information to every other nodes in the
network. The routing tables have to be updated periodically independent of data
transmissions. This means every node has to update its routing table even if it does
not have any data to transmit. The profit of this approach is that whenever a node
wants to send packets, it already has the route information available in the routing
table, and it just chooses the node recorded in the table as next-hop. Therefore, it
does not have to wait for finding a next-hop, and its packet transmission is of small
delay. However, the weakness of this approach is also remarkable, since nodes have
to keep updated with the latest topology by using periodic beaconing messages,
which costs additional energy. The performance of this type of routing approach
is up to the frequency to update the routing table. If the routing table is updated
not as frequently as the topology changes, then the table will be outdated and the
route information is invalid. This leads to transmission failure and degrades the
system performance. However, if the routing table is updated frequently, the large
controlling overheads will cost tremendous resources. In reactive routing, routes
are built on request, therefore it reduces the controlling overhead. The drawback is
that there might be some delays before a route is calculated.

3.2.1 Proactive Routing

Proactive routing maintains the route from source to destination all the time by ex-
changing beaconing messages periodically. Therefore, whenever a sender wants to
send packets to a destination, the route information are immediately available in the
routing table. The drawbacks is the large amount of controlling overhead, which
wastes the scarce network resources. In the following, we list some representatives
of proactive routing protocols.
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Destination-Sequenced Distance-Vector Protocol

The destination-sequenced distance-vector protocol (DSDV) [110] is a proactive
hop-by-hop distance vector routing protocol, requiring each node to periodically
broadcast routing updates. In DSDV, every node in the network maintains a rout-
ing table for all possible destinations within the network and the number of hops
to each destination. Each entry in the table is marked with a sequence number as-
signed by the destination node. The sequence numbers enable the mobile nodes to
distinguish stale routes from new ones, thereby avoiding the formation of routing
loops. Routing table updates are periodically transmitted throughout the network
in order to maintain consistency in the table.

Global State Routing Protocol

The global state routing (GSR) [41] is based on the traditional link state algorithm.
However, GSR has improved the way information is disseminated in link state ap-
proach by restricting the update message among intermediate nodes only. In GSR,
each node maintains a link state table based on the up-to-date information received
from neighboring nodes, and periodically exchanges its link state information with
neighboring nodes only. This has significantly reduced the number of control mes-
sages transmitted throughout the network.

Optimized Link State Routing Protocol

The optimized link state routing(OLSR) [42] maintains the network topology in-
formation by exchanging link-state messages. OLSR minimizes the size of each
control message and the number of rebroadcasting nodes during each route up-
date by employing a new concept called multi-point relaying (MPR) node. During
a topology update process, each node selects a set of neighbors to retransmit its
packets. This set of nodes is defined as the multi-point relay node. Any node that
is not in this MRP nodes can only read the packet but can not retransmit it. To select
the MPR nodes, each node periodically broadcasts a list of its one hop neighbors
using hello messages. From the list of nodes in the hello messages, each node
selects a subset of one hop neighbors, which covers all of its two hop neighbors.

3.2.2 Reactive Routing

Reactive routing, or called on-demand routing, protocols were designed to reduce
the overheads in proactive routing by maintaining information for active routes
only when necessary. This means that routes are determined and maintained for
nodes that require to send data to a destination. Route discovery usually occurs by
flooding a route request packets through the network. When a node with a route
to the destination is reached, a route reply message is sent back to the source node
using link reversal if the route request has traveled through bi-directional links or
by piggy-backing the route information in a route reply message via flooding.
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Dynamic Source Routing Protocol

The dynamic source routing (DSR) [81] protocol uses explicit source routing in
which each data packet has in its header a complete list of all intermediate nodes
to the destination. DSR is composed of two main mechanisms. In route discovery,
a node, which attempts to send a packet to a destination and does not know a route,
broadcasts a route request packet. Each node that forwards this packet adds its own
address to the header. If the destination received the route request, it sends back
a route reply packet containing a copy of the accumulated route along the reverse
direction of the path over which the route request packet arrived. Thus, each node
forwarding this reply packet is aware of the whole path from the source to the
destination. Nodes cache the route information from each packet they overhear.
Intermediate nodes may also reply to a route request packet, if it knows a route to
the destination (thanks to the cached route information before).

Ad-hoc On-demand Distance Vector Protocol

The ad-hoc on-demand distance vector protocol (AODV) [111] is based on DSDV
and DSR protocols. It uses the periodic beaconing messages and sequence num-
bering procedure of DSDV and a similar route discovery mechanism from DSR.
However, there are two major differences between DSR and AODV. The most dis-
tinguishing difference is that in DSR, each packet carries a full list of forwarder
information, whereas in AODV the packets carry the destination address only. The
advantage of AODV is that it is adaptable to dynamic environments. However,
nodes may experience large delay during the route setup procedure, and link fail-
ures may initiate another route discovery, which introduces extra delays and con-
sumes more bandwidth as the size of network increases.

Location-aided Routing Protocol

The location-aided routing protocol (LAR) [85] is based on flooding algorithm
(such as DSR). However, LAR attempts to reduce the routing overheads presented
in the traditional flooding algorithm by using location information. This protocol
assumes that each node knows its location through a GPS device. Two different
LAR schemes were proposed in [85], the first scheme calculates a request zone
which defines a boundary where the route request packets can travel to reach the
required destination. The second method stores the coordinates of the destination
in the route request packets. Both methods limit the control overhead transmit-
ted through the network and hence conserve bandwidth. The disadvantage of this
protocol is that it might behave similar to flooding algorithms in highly dynamic
environment.
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3.2.3 Hybrid Routing

Hybrid routing is a new generation of protocol, which is both proactive and re-
active in nature. This routing concept is designed to increase the scalability by
allowing nodes with close proximity to work together to form some sort of net-
work backbone to reduce the route discovery overheads. This is mostly achieved
by pro-actively maintaining routes to nearby nodes and determining routes to far
away nodes using a route discovery strategy. Most hybrid protocols are zone-based,
which means that the network is partitioned into a number of zones. Some hybrid
protocols separate nodes into trees or clusters. This section describes a number of
hybrid protocols.

Zone Routing Protocol

In zone routing protocol (ZRP) [61], each node has an associated routing zone,
which defines a range, in terms of hops, that each node is required to maintain net-
work connectivity proactively. Therefore, for nodes within the routing zone, routes
are immediately available. For nodes located outside the routing zone, routes are
determined on-demand, and it can use any on-demand routing protocols to find out
a route to the destination. The advantage of this protocol is that it has significantly
reduced controlling overheads when compared to a pure proactive protocol. It also
reduces the delays associated with pure reactive protocol, by allowing routes to be
discovered faster. This is because to determine a route outside the routing zone,
ZRP packet only has to travel to a node lying on the boundaries (edges of the
routing zone) of the destination.

Sharp Hybrid Adaptive Routing Protocol

The sharp hybrid adaptive routing protocol (SHARP) [115] currently is a joint rout-
ing approach of proactive and reactive routing. SHARP is a hybrid routing protocol
that finds the optimal mixture of proactive route dissemination and reactive route
discovery. It finds the balance point between proactive and reactive routing by ad-
justing the degree to which route information is propagated proactively versus the
degree to which it needs to be discovered reactively. SHARP enables each node to
use a different application-specific performance metric to control the adaptation of
the routing layer.

3.2.4 Geographical Routing

Geographical routing is another type of routing scheme, which forwards packets
based on the nodes’ physical locations. In this routing mechanism, forwarding
decisions are made solely based on the position of the current node, the positions
of neighboring nodes, and the position of the destination. This type of routing does
not include any manipulation of routing tables. In geographical routing, a node
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that wants to send a packet to a destination chooses one of its neighbors as a next-
hop based on some criteria. One big benefit of geographical routing is that it has
very few control overhead, since it does not require the establishment of routes and
thus removes the overheads for topology updates. For these reasons, geographical
routing is regarded as scalable and more robust to changes in the network topology.

Greedy Perimeter Stateless Routing Protocol

The greedy perimeter stateless routing protocol (GPSR) [83] is probably the most
cited geographic routing protocol. In GPSR, a packet is routed towards the desti-
nation in a greedy manner. Each node selects the node among all its neighbors that
is geographically closest to the destination as its next-hop. This process is repeated
until the packet reaches the destination. If a node reaches a node where there is no
neighbor closer to the destination, then it will switch to face routing, i.e., the packet
is routed according to the right-hand rule on the faces of a locally extracted planar
subgraph, namely the Gabriel graph, to recover from this local minimum. The pla-
nar subgraph extraction is necessary in order to avoid loops. This recovery mode
is called perimeter mode routing. As soon as the packet arrives at a node closer
to the destination than where it switched to the face routing, the packet switches
back greedy routing. It was shown that GPSR guarantees packet delivery for static
and connected networks. However, if nodes are mobile, packet may still loop in
the network. As an example in Figure 3.1, the packet is first routed in greedy mode
to node X, which then has no closer neighbor within its transmission range to des-
tination D. Then the packet switches into the perimeter mode and finds node Z as
next-hop. At node Z, the packet switches back to greedy mode.

Figure 3.1: Greedy Perimeter Stateless Routing Protocol (GPSR) protocol.

Geographic Adaptive Fidelity Routing Protocol

The geographic adaptive fidelity routing protocol (GAF) [141] is an energy-aware
location-based routing algorithm. In GAF, the network area is first divided into
fixed zones and forms a virtual grid. Inside each zone, nodes collaborate with each

39



3.3. ROUTING IN WIRELESS SENSOR NETWORKS

other to play different roles. For example, one node might be elected to stay always
awake for a period while others sleep to save energy. This node then is responsible
for monitoring on behalf of all nodes within the zone. Each node uses its location to
associate itself with a “representative node” in the virtual grid. GAF strives to keep
the network connected by keeping a representative node always in active mode
for each region on its virtual grid. Although GAF is a location-based protocol, it
may also be considered as a hierarchical protocol, where the clusters are based on
geographic location. For each particular grid area, a representative node acts as the
leader to transmit the data to other nodes. The leader node however, does not do
any aggregation or fusion as in the case of other hierarchical protocols discussed
earlier in this article.

Geographic and Energy Aware Routing Protocol

The geographic and energy aware routing protocol (GEAR) was proposed in [147].
It discussed the use of geographical information while disseminating queries to
appropriate regions since data queries often include geographic attributes. GEAR
uses energy aware and geographically-informed neighbor selection heuristics to
route a packet towards the destination region. The key idea is to restrict the number
of query interests by only considering a certain region rather than sending the query
interests to the whole network. By doing this, GEAR can conserve more energy
than directed diffusion.

3.3 Routing in Wireless Sensor Networks

Routing in wireless sensor networks is challenging due to the inherent character-
istics that distinguish these networks from other examples of wireless ad-hoc net-
works. Wireless sensor nodes are tightly constrained in terms of energy, processing
and storage capacities. Thus they require careful resource management. The task
of finding and maintaining routes in WSNs is nontrivial since energy restricts and
sudden changes in node status (e.g., failure) cause frequent and unpredictable topo-
logical changes. To minimize energy consumption, routing techniques proposed in
the literature for WSNs employ the well-known routing tactics, e.g., data aggre-
gation and in-network processing, clustering, and different node role assignment
were employed. Almost all of the protocols can be classified according to the net-
work structure as flat routing, and hierarchical routing. In the following, we survey
some representatives of each protocol type.

3.3.1 Flat Routing

In flat routing, all nodes in the network are typically assigned equal roles or func-
tionalities. Nodes collaborate with each other to perform the sensing tasks.
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Sensor Protocols for Information via Negotiation Protocol

The sensor protocols for information via negotiation protocol (SPIN) [65] dissem-
inates all the information of each node to every node in the network assuming that
all nodes in the network are potential base stations. This enables a user to query any
node and get the information immediately. This protocol makes use of the property
that nodes in close proximity have similar data, and hence there is a need to only
distribute the data that other nodes do not posses. SPIN uses data negotiation and
resource-adaptive algorithms. SPIN nodes assign a high-level name to completely
describe their collected data (called meta-data) and perform meta-data negotiation
before any data transmission. This assures that there is no redundant data sent
throughout the network. In addition, SPIN has the access to the current energy
level of the node and adapts its behavior based on how much energy is remaining.

Rumor Routing Protocol

The rumor routing protocol [34] is a variation of directed diffusion and is mainly
intended for applications where geographic routing is not feasible. In general,
directed diffusion uses flooding to inject the query into the network when there
is no graphical criterion to diffuse tasks. However, in some cases there is only
a little amount of data requested from the nodes and thus the use of flooding is
unnecessary. An alternative approach is to flood the events if the number of events
is small and the number of queries is large. The key idea is to route the queries
to the nodes that have observed a particular event rather than flooding the network
to retrieve information about the occurring events. Simulation results have shown
that rumor routing achieves significant energy saving over event flooding and can
also handle node’s failure.

3.3.2 Hierarchical Routing

In hierarchical routing, different nodes play different roles in the network. Simi-
lar to other communication networks, scalability is one major concern of wireless
sensor networks. A single-tier network can cause the gateway to overload with the
increasing number of sensors. Such overload might cause latency in many appli-
cations. To allow the system to cope with additional load and to be able to cover
a large area of interest without degrading the service, network clustering has been
employed. The main aim of hierarchical or cluster-based routing is to efficiently
maintain the energy consumption of sensor nodes by involving them in multihop
communication within a particular cluster and by performing data aggregation and
fusion in order to decrease the number of packet transmission to the sink.

Low Energy Adaptive Clustering Hierarchy Protocol

The low energy adaptive clustering hierarchy protocol (LEACH) [64] is one of the
most popular hierarchical routing protocol for WSNs. The idea is to form clusters
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of the sensor nodes based on the received signal strength and use local cluster
heads as routes to the sink. This will save energy since the transmission will only
be done by such cluster heads rather than all sensor nodes. LEACH randomly
selects a few sensor nodes as cluster heads (CHs) and rotate this role to evenly
distribute the energy load among the sensors in the network. In LEACH, CH nodes
compress data arriving from nodes that belong to the respective cluster, and send an
aggregated packet to the based station in order to reduce the amount of information
that must be transmitted to the based station. The operation of LEACH is separated
into two phases, the setup phase and the steady state phase. In the setup phase, the
clusters are organized and CHs are selected. In the steady state phase, the actual
data transfer to the base station takes place. The duration of the steady state phase
is longer than the duration of the setup phase in order to minimize overhead.

Multi-hop hierarchical routing protocol for Efficient Video Communi-
cation over WMSNs

The multi-hop hierarchical routing protocol for efficient video communication over
WMSNs (MEVI) [119] combines a cluster formation scheme with a minimal sig-
naling overhead. MEVI is a cross-layer solution to select routes based on network
conditions and energy issues. It provides a smart scheme to trigger multimedia
transmission according to sensed data. The cluster approach aims to minimize the
energy consumption and is suitable for the distribution of multimedia content in
WMSNs.

Virtual Grid Architecture Routing Protocol

The virtual grid architecture routing protocol (VGA) [23] utilizes data aggregation
and in-network processing techniques to maximize the network lifetime. Due to
the node stationarity and extremely low mobility in many WSNs applications, a
reasonable approach is to arrange nodes in a fixed topology. In VGA, square clus-
ters were used to obtain a fixed rectilinear virtual topology. Inside each square
zone, a node is optimally selected to act as the cluster head. Data aggregation is
performed at two levels: local and global. The set of cluster heads, also called
Local Aggregators (LAs), perform the local aggregation, while a subset of these
LAs are used to perform global aggregation.

3.4 Opportunistic Routing

Low quality of wireless links leads to perpetual transmission failures. To mitigate
this problem, opportunistic routing has been proposed to overcome the deficiencies
of conventional MANET routing. Unlike traditional MANET routing, which finds
end-to-end paths to send unicast packets, opportunistic routing exploits the broad-
cast nature of wireless medium to postpone the selection of packet forwarders to
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the receiver side. Opportunistic routing lets multiple receivers of a transmission
coordinate with each other and decide which one will actually forward the packet.

Traditional MANET routing selects one of the multiple intermediate nodes as
the packet forwarder prior to data transmissions. The data is then unicast to the
selected node, and other nodes will drop the packet even though they opportunis-
tically overhear the transmission. If the unicast transmission is failed, the source
node has to retransmit the same packet or even has to find a new path. However, in
opportunistic routing, the source node sends the packet without knowing who will
be the forwarder. It preselects a set of nodes, called relay candidates, as possible
forwarders and broadcasts the packet. The broadcast transmission might be over-
heard by multiple nodes. As far as one of the candidates receives the transmission,
it further forwards the packet. The source node retransmits the same packet only
when all the intermediate nodes simultaneously miss the previous transmission,
which is of much lower probability than the case of traditional routing. The perfor-
mance of opportunistic routing depends on several factors, among which candidate
selection and forwarder election are the most important.

As an example, a directed graph in Figure 3.2 represents a wireless network in
which a link (x,y) has a delivery probability P(x,y). Traditional routing mechanisms
achieve only 20% end-to-end delivery probability for any possible routing path (via
A, B, C, D, or E) from source to destination. However, an opportunistic routing
could achieve a delivery probability of (1 − (1 − 20%)5) = 67% if all five neigh-
bors of source are selected as relay candidates. As another example, Figure 3.3
illustrates how opportunistic routing can affect an entire routing path. For clarity,
the delivery probabilities for some links are not shown in the figure. It should be
clear that each of links (src, B), (B, D), (D, dst) has a 60% delivery probability,
and each of links (src, C), (C, dst) has a 40% delivery probability. A packet from
a source may follow different paths to reach the destination. Traditional MANET
routing would always choose the most reliable link to forward the packet, which
results in a path of src→ A→ B→ C→ D→ E→ dst. This fixed end-to-end path
has the success packet delivery probability of ((80%)5) = 26%. With opportunistic
routing, if we restrict a node to route packets via paths with at most three hops,
there are four paths meeting this requirement: src → C → dst, src → C → D →
dst, src→ B→ C→ dst, and src→ B→ D→ dst. The first two paths have a suc-
cessful delivery probability of P(src,C)× (1-(1-P(C,dst)× (1-P(C,D)× P(D,dst)))
= 40% × (1-(1-40%) × (1-80% ×60%)) ≈ 27.5%. Similarly, the last two paths
have a successful delivery probability of 60% × (1-(1-60% × 60%) × (1-80% ×
40%) ≈ 33.9 %. The overall successful delivery probability by the above four
paths is therefore 1-(1-27.5%) × (1-33.9%) ≈ 52.1%, which doubles the value of
traditional approaches.

Most of the existing opportunistic routing protocols choose the next-hop for-
warder based on a predefined candidate list. A source node, before the data trans-
mission, injects a certain amount of beacon messages into the network to learn
network link qualities. Then, it infers and obtains a ranking of nodes as forwarding
candidates, according to the estimated quality of each link. This list is then em-
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Figure 3.2: An illustration of single-hop multiple candidate-based opportunistic routing.
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Figure 3.3: An illustration of multihop opportunistic routing.

bedded within the data packet and used as a reference to select a forwarder at each
hop. As we can see, the candidate list is calculated prior to data transmission ac-
cording to certain network metric. However in reality, wireless links are extremely
unstable, as they often experience quality fluctuation and distortion due to interfer-
ence. Therefore, the link quality-based candidate list that is generated before data
transmission may not be valid anymore when the data is being transmitted. More-
over, when mobility is introduced, nodes will move according to certain mobility
patterns. The network topology will change and thus the estimated candidate list
will be invalid. Therefore, the list-based feature of the existing opportunistic rout-
ing protocols restricts the freedom of opportunism, and thus, it is not appropriate
for the dynamic feature of MANETs. An opportunistic routing protocol without a
candidate list is more promising for packet transmissions in dynamic environments,
such as MANETs or WSNs.

In the next sections, we first describe the challenges involved in the design of
opportunistic routing in section 3.4.1. Section 3.4.2 discusses the metrics that are
used in existing opportunistic routing protocols. Different types of coordination
mechanisms of OR are discussed in section 3.4.3. Description of different oppor-
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tunistic routing protocols is presented in section 3.4.4 and section 3.4.5, and their
drawbacks are discussed in section 3.4.6.

3.4.1 Challenges of Opportunistic Routing Design

The major challenge in opportunistic routing design is to maximize the routing
progress of each data transmission towards the destination without producing du-
plicate transmissions or incurring significant coordination overheads. In order
to achieve the potential benefits of opportunistic routing and avoid the above-
mentioned problems, an effective protocol should implement the following tasks
in a distributed fashion:

• Candidate selection: All nodes in the network must run an algorithm for
selecting and sorting the set of neighboring nodes (candidate list) that can
better help in the forwarding process to a given destination. We refer to
this algorithm as candidate selection. The aim of the candidate selection
algorithm is to guarantee that only the qualified nodes become the candidates
and to build the candidate list. In order to accurately build the candidate
list, OR protocols require certain metrics to evaluate the network and rank
network nodes. In sections 3.4.4 and 3.4.5, we describe some representative
candidate selection algorithms.

• Forwarder selection through candidate coordination: Forwarder selection
provides a scheme to select, among all the candidates that have successfully
received the packet, only one node that really forwards the packet. Because
there is no central controlling node, the forwarder selection process is done
through the coordination of multiple candidates. Coordination requires sig-
naling among candidates, and imperfect coordination may cause duplicate
packet transmissions. In section 3.4.3, we describe five types of coordina-
tion mechanisms used in literature.

• Forwarding responsibility transfer: This function allows the nodes involved
in the forwarding process - the actual forwarder plus the candidates - to be-
come aware of the winner of the selection. The responsibility transfer is the
distinguishing feature that differentiates opportunistic routing from flood-
ing. In fact, in both opportunistic routing and flooding, multiple nodes will
receive the broadcast transmission from a packet sender. However, unlike in
the flooding algorithm, opportunistic routing allows only one node at a time
to be in charge of packet forwarding.

• Duplicate transmission avoidance: This process is required only in case of
imperfect responsibility transfer. If the forwarding responsibility is correctly
transferred to the winning forwarder, there is only one node in charge of
packet forwarding at any time. In contrast, several packet transmissions oc-
cur but only one is innovative, i.e., the one made by the winning forwarder.
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More effective the duplicate avoidance mechanism is, less network resources
will be wasted.

3.4.2 Routing Metrics

The general purpose of opportunistic routing is to minimize the expected number of
transmissions required to transmit a packet from the source to the destination. The
set of candidates that are used by nodes and their priorities have significant impact
on routing performance. Therefore, using a good metric to select and prioritize the
candidate is a key factor.

Candidate can be prioritized based on hop count, geographic distance, expected
transmission count (ETX), expected any-path transmission (EAX) and so on. Uti-
lization of hop count, ETX or EAX needs an underlying routing protocol (either
reactive or proactive) to gather such information. Geo-distance requires the avail-
ability of location information of nodes. The accuracy of a metric depends on
the proper measurement and timely dissemination of such information. Below, we
describe two metrics of ETX and EAX that have been widely used in the literature.

Expected Transmission Count (ETX) [48] is the average number of trans-
missions required to reliably send a packet across a link or route including retrans-
missions. The ETX of a single path route is the sum of the ETX for each link in
the route. With the assumption of the packet transmission between nodes i and
j with delivery probability pij , the expected transmission count of the link is:
ETX(i, j) = 1

pij
.

In OR, however, it is necessary to consider the fact that there are some candi-
dates, which can receive the packet. Thus, a packet may travel along any of the
potential paths. Authors in [49] [92] have shown that using ETX may give subop-
timal selection of candidates and in [95] it was shown that OR in combination with
ETX could degrade the performance of the network. Therefore, [160] proposed
another metric, which has been widely adopted in OR.

Expected Any-path Transmission (EAX) [160] is an extension of ETX and
can capture the expected number of transmissions taking into account the multiple
paths that can be used in OR. Alternative methods to compute EAX have been
proposed by different authors [92] [39].

3.4.3 Coordination Mechanisms

Opportunistic routing differs from traditional MANETs routing in many aspects:
multiple relay candidates instead of only one forwarder and dynamic relay selec-
tion after the data transmission. Therefore, the problems of candidate selection and
coordination are of great importances. Since beaconless opportunistic routing does
not include any list of prioritized candidates, all the nodes in the network are of the
same priority. Therefore, the coordination among multiple receivers of a broad-
cast transmission is essential, since an efficient coordination method could make
sure that only one node will forward the packet. Coordination requires signaling
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between nodes, and imperfect coordination may cause duplicate packet transmis-
sions. A good coordination approach should select the best candidate without du-
plicate transmissions while using the smallest control overhead.

In beaconless opportunistic routing, when receiving a broadcast packet, multi-
ple receivers have to negotiate with each other to agree on one node to exclusively
forward the packet. From a packet sender’s point of view, the coordination method
should choose the best candidate. On the other hand, from the candidate’s point of
view, coordination is used to consider its current status and decide whether to for-
ward the overheard packet or not. A good coordination method should select the
best relay without duplicate transmissions while using the smallest coordination
cost (in terms of time and control overhead).

We summarize the existing coordination approaches into five categories based
on the mechanism they used: timer-based, acknowledgment-based, token-based,
network coding-based, and request-to-send/clear-to-send (RTS-CTS) coordination.
In the following, we briefly describe these approaches.

• Timer-based Coordination: is the most straightforward approach and easy
to implement, but it may lead to duplicate transmissions. It predefines a
candidate order before data transmission. The first node that responds is
then selected as the next relay. All candidates are ordered based on a pre-
defined metric. The order is generated prior to data transmission and is in-
cluded in the packet header. After a packet is broadcasted, candidates will re-
spond in order, according to their priorities in the list. A candidate responds
only when it does not hear any responses from nodes with higher priorities.
Therefore, before a candidate responds, it can confirm that all higher priority
candidates failed to receive the packet. Once a candidate responds, the can-
didate is selected as the next relay and the response will prevent others from
responding. The overhead of the timer-based coordination method are candi-
date waiting time and candidate ordering information included in the packet
header. In beaconless opportunistic routing, where the candidate ordering
process is completely removed, these two overhead will also be eliminated.
Because candidates will not be prioritized, there is no more candidate order-
ing information in the packet header. When receiving a packet, every node
can immediately triggers its responding procedure without waiting for the
others. As we can see from the forwarder selection process of the proto-
cols of IGF [128], BLR [97], CBF [57], and BOSS [124], their coordination
mechanisms are just a timer, which is based on certain local metrics, such
as the distance progress. Therefore, a beaconless opportunistic routing ap-
proach using a timer-based coordination mechanism is a promising solution.

• Acknowledgment-based Coordination: is one of the first methods that was
proposed for candidate coordination. Upon receiving a data packet, candi-
dates send back a short acknowledgment (ACK) in decreasing order of can-
didate priority. This method was first proposed in [88] as the coordination
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mechanism for the Selection Diversity Forwarding (SDF) protocol. In SDF,
coordination is achieved by means of a four-way handshaking: the candi-
date receiving the data packet sends back an acknowledgment to the sender.
Based on the acknowledgments, the sender sends a forwarding order to the
best candidates, which is also acknowledged. A similar approach is used
in the famous ExOR protocol. Instead of only indicating that the packet
was successfully received, each ACK contains the ID of the highest prior-
ity successful recipient known to the ACK sender. All the candidates listen
to all ACK slots before deciding whether to forward, in case a low-priority
candidates ACK reports a high-priority candidate ID and whose ACK was
not correctly received. Including the ID of the sender of the highest-priority
ACK heard so far helps to suppress duplicates forwarding. This strategy re-
quires that candidates be neighbors of each other such that the transmission
of an ACK can be overheard by all of them.

As an example of the ACK-based coordination, consider a network with
source S and destination D. Assume that the candidate set of S is A,B,C
(A has the highest priority andC has the lowest). Suppose that all candidates
receive a transmission from source. Figure 3.4 shows ACK-based coordina-
tion procedure in this example. All candidates transmit acknowledgments in
decreasing order of candidate priority: the first ACK slot belongs to A, the
second slot belongs to B, and the third slot belongs to C. In Figure 3.4, we
suppose that the ACK fromA is not received byB, butC overhears the ACK
of A. Suppose further that node B overhear C’s ACK. If ACK packet does
not contains IDs, node B would forward the packet, since to its knowledge
it is the highest priority recipient. The fact that node C’s ACK contains node
A’s ID indirectly notifies B that node A did receive the packet. Once node
A has successfully determined itself as the responsible node, it forwards the
packet.

Source S

Candidate A

Candidate B

Candidate C

Destination D

C DataBA

ack A

SIFS

SIFS

ack B

SIFS

ack CID_A

D Data

Figure 3.4: ACK-based coordination.

• Token-based Coordination: is first proposed in [70]. In token-based coordi-
nation, only the token holder can transmit packets and duplicate transmission
is totally prevented but at the cost of extra control packets. The process is
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summarized as follows: In token-based coordination, a relay collects over-
heard packets and transmits them only when a token arrives. Tokens are
passed along “connected candidates”, where candidates are ordered in the
way such that the ith candidate can hear the (i+ 1)th candidate. Tokens are
generated from the destination and flow from high priority relays (close to
the destination) to low priority relays (close to the source). For a source-
destination pair, it is possible to have multiple tokens passing among candi-
dates. As acknowledgment information is included in tokens, a relay has a
clear view of what packets higher priority relays have received and transmits
only unacknowledged packets.

As an example shown in Figure 3.5, the arrows show how a token flows
from destination D to source S through candidates R1, R2, R3, and R4.
R5 is excluded since it can not receive tokens from R4. The box next to
each node shows its packet collection statues: black for acknowledged, gray
for collected, and white for empty. R2 has collected all four packets. As
a token flows from D to R1 and arrives at R2, R2 learns that packet no.2
and packet no.3 have been received by higher priority candidates. Then, R2
removes the acknowledged packets (packet no.2 and no.3) and transmits un-
acknowledged packets (packet no.1 and no.4). Finally, R2 passes the token
to R3 and waits for the next token from R1.

R2 R1

D

R4 R3

S

R5

Transmission

Range

1

1

1

1

1 2

2

22

2 3

3

3

3

3 4

4

4

4

4T1

T2

T2

T1

T1

Token

Packet collection status

T1: the status before a token flows from R1 to R2

T2: a token flows from R1 to R2

T3: status changed after a token arrives at R2

Figure 3.5: Token-based coordination.
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The main advantage of this solution is the absence of duplicate transmission.
However, the cost of extra control packets makes token-based coordination
unsuitable for scenarios where the source-destination pair is too close (such
as one or two hops). Though this solution does not have the waiting time
overhead like the timer-based solution, candidates may be idle if no token
arrives. Token generation speed at the destination is the key to keep the
pipe full. In addition, candidates need to be “connected”; in other words,
some relays are filtered out and this reduces the number of relays that can
participate in the forwarding process. The impact of this filtering and token
generation speed have not been analyzed.

• Network coding-based Coordination: Another approach to prevent dupli-
cate transmission is to combine opportunistic routing with network coding.
In [20], network coding was firstly introduced into packet routing. When
referring to opportunistic routing, network coding can avoid duplicate trans-
missions without explicit coordination. A general concept of how network
coding is applied to opportunistic routing is as follows. When transmitting
packets from a source to a destination, a flow between them is divided into
batches to code and decode. A batch contains several native packets, which
are original packets without coding. Then, the source broadcasts random lin-
ear combinations of native packets, and relays forward the linear combina-
tion of received coded packets to the destination. Coded packets are decoded
only when the destination has collected enough linearly independent coded
packets. Eventually, native packets can be recovered by Gaussian elimina-
tion. This approach of coordination was first proposed by MORE [126].
The main advantage of using network coding is that there is no coordination
overhead. However, the operations of encoding and decoding cost additional
overheads at each node.

In order to better clarify the advantage of combining network coding with
OR, consider the example illustrated in Figure 3.6. Assume that source S
transmits two packets a and b using candidate list {C1, C2}. Assume that C2

receives both packets but C1 receives only one of them. Node C1 transmits
first because it is closer thanC2 to the destination. NodeC2 has the following
three choices: forwarding a, b, or both a and b. In the network coding, node
C2 can forward a coded packet a⊕ b. When D receives transmitted packets
from C1 and C2, it can decode and restore the original packets. It performs
an XOR operation on the two received packets: a ⊕ b ⊕ a = b. Thus, no
duplicate transmission occurs at D.

However, using network coding with OR may lead to a high number of
potential forwarders sending coded packets, and thus, resulting in redun-
dant transmissions. There exists a trade-off between transmitting a sufficient
number of coded packets to guarantee that the destination has enough coded
packets to reconstruct the original packets, and avoiding in inject in the net-
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Figure 3.6: Network coding-based coordination.

work unnecessary beacon messages.

• RTS-CTS Coordination: Other mechanisms [77] [163] use explicit control
packets exchanged immediately before sending a data packet. In this ap-
proach, the sender multicasts the Request-to-Send (RTS) packet to its can-
didate list (it is actually a broadcast control packet). The RTS contains all
the candidate addresses that are ordered according to a metric. When an in-
tended candidate receives the RTS packet, it responds a Clear-to-Send (CTS)
packet. These CTS transmissions are sent in decreasing order of candidate
priorities: the first candidate in priority transmits the CTS after a Short Inter-
frame Space (SIFS), the second one after 2 × SIFS, and so on. When the
sender receives a CTS, it transmits the DATA packet to the sender of this
CTS (which would be the highest priority candidate that responded) after a
SIFS interval. This ensures that other low priority candidates hear the DATA
before they send CTS and suppress any further CTS transmission. All such
receivers then set their Network Allocation Vector (NAV) until the end of
ACK period. This mechanism is guaranteed to have a single winner and it
can avoid duplicate transmission, with the cost of additional control over-
head.

Figure 3.7 shows an example of RTS-CTS coordination. Assume that there
are three candidates A,B and C (A is with the highest priority and C is the
lowest one). After receiving a RTS from source node S, candidates send
CTS in order of their priorities. Here we assume that the first CTS, which
belongs to A was not received by S, but the second one was received. When
the sender S receives the first CTS from B, who has the second priority, S
sends the data packet to it. Therefore, the highest priority candidate whose
CTS is received by the source will forward the data packet.
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Figure 3.7: RTS-CTS coordination.

3.4.4 Candidate list-based Opportunistic Routing Protocols

Most of the first opportunistic routing protocols were proposed to use a candidate
list. As described before, a candidate list is like a routing table, but contains multi-
ple potential forwarders associated with a destination. Prior to data transmissions,
the source node has to use some beacon messages to learn network conditions and
build up this list. Then the list is embedded in the headers of data packets, such that
when receiving a data packet, each node can infer its priority and wait for its turn
to forward the packet. Many candidate list-based opportunistic routing protocols
have been proposed, which use different mechanisms to build candidate lists. In
the next sections, we briefly describe some representative approaches.

Extremely Opportunistic Routing Protocol

The extremely opportunistic routing protocol (ExOR) [31] is the most popular op-
portunistic routing protocol and one of the first protocols proposed to exploit the
broadcast nature of wireless communications for increasing resilience and through-
put. ExOR assumes that estimations of the path loss ratios for each pair of nodes
are available at each node. Such loss ratios are evaluated by means of a metric
similar to that of Expected Transmission Count (ETX) [48]. Although the authors
suggest using a link-state flooding technique to distribute loss ratio estimations
across the networks, in the performance evaluation they do not account for it by
resorting to a simple centralized mechanism for loss rate distribution. To reduce
the overhead relevant to the forwarding responsibility transfer mechanism, ExOR
operates on batches of packets, that is, the receiving nodes buffer the packets un-
til the end of the batch. Clearly, this increases the end-to-end delay and makes
ExOR unsuitable for real-time applications. Moreover, the authors point out that
the batches could badly interact with the TCP congestion avoidance mechanism,
since in the presence of low loss rates, the window’s size would limit the batch
sizes.

The loss ratios are used for both candidate selection and the forwarder election.
According to ExOR, the sender must include in the header of each packet the list of
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candidates, namely, the forwarder list (shown in Figure 3.8), prioritized by close-
ness to the destination according to the ETX-like metric. For a given batch, the
forwarder list never changes. Thus, both the candidate set and the forward election
are predetermined at the sender side during the transmission of the first packet of
the batch. Clearly, this could potentially reduce the opportunism of the protocol.

Figure 3.8: ExOR packet header.

The forwarder role change notification mechanism is implemented as an im-
plicit strategy based on the batch map field in the packet header. This field lists,
for each packet in the batch, the sender’s best guess of the highest priority node
that has received such a packet. From an operational point of view, when a node
receives a packet, it first checks whether itself is included in the forwarder list. If
so, it first buffers the packet and then updates its local batch map by replacing an
entry if the packet’s header indicates a higher-priority node. If the header does
not include a higher-priority node, it simply discards the packet. The batch map
acts like a gossip mechanism, carrying reception information from higher-priority
nodes to lower priority nodes. When the batch is complete, each candidate for-
wards the packets that are not yet acknowledged by the highest priority candidates.
Clearly, each forwarded packet also acknowledges the packets already received by
means of the batch map stored in its header.

ExOR’s duplicate transmission avoidance is a passive distributed procedure
based on the gossiping mechanism implemented by the batch lists. Since there is
no explicit cancellation of redundant transmissions, a candidate may need several
responsibility transfer phases to become aware that its buffered packets are not
innovative.
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Simple Opportunistic Adaptive Routing Protocol

The simple opportunistic adaptive routing protocol (SOAR) [122] tries to solve
one of the issues of ExOR, the lack of support for multiple simultaneous flows due
to batch processing, by introducing an explicit forwarding responsibility transfer.
Like ExOR, SOAR implements a predetermined candidate selection process based
on the estimates of the path loss rates for each pair of nodes according to the ETX
metric. The candidate set, namely the forwarder list, is prioritized by the closeness
to the destination, and is included in the packet header. When a candidate receives
a packet, it stores the packet in a buffer and sets a timer based on its priority (i.e., its
position in the forwarder list). The higher the candidate priority is, the earlier the
timer will expire. Since the node rebroadcasts the received packet when its timer
expires, the other candidates will be aware of this transmission and can infer that a
node has already taken the role of forwarding, and it will discard the packet.

Thus, like ExOR, both the candidate selection and the forwarder election pro-
cesses are predetermined at the sender side on the basis of the loss rates. How-
ever, unlike ExOR, the forwarder role change modification mechanism of SOAR
implements an explicit acknowledgment strategy based on the packet reception.
Moreover, while ExOR implements a batch-level acknowledgment, SOAR adopts
a packet-level acknowledgment, and each candidate is aware of the selected for-
warder of each packet. Clearly, the priority-based timers require that all the can-
didates can hear each other. To ensure this condition, SOAR selects the allowed
candidates at the sender side in order to avoid diverging routes. The candidate
selection consists of two phases: (1) shortest-path candidate selection, that is, the
selection of the nodes belonging to the shortest-path, and (2) near shortest-path
candidate selection, that is, the selection of additional nodes that allow an increase
in opportunities, but at the same time do not produce diverging routes.

Besides the implicit duplicate transmission avoidance based on the diverging
route prevention, SOAR also implements an explicit mechanism based on selec-
tive and piggybacked acknowledgments (ACKs). The ACKs are selective since
the same ACK can acknowledge multiple data packets, and they are piggybacked
because if there is a data packet in the queue, the acknowledgment is stored in the
data packet header, limiting the throughput related to the duplicate transmission
avoidance.

The MORE Protocol

The MORE [126] protocol has been proposed to overcome the issues related to
ExOR forwarding responsibility transfer, mainly the lack of spatial reuse. The
key feature of MORE is the adoption of network coding into opportunistic rout-
ing at the packet level (intra-flow). MORE shares several features with ExOR.
Both protocols implement a predetermined candidate selection process based on
the estimates of the path loss rate for each pair of nodes, and they both adopt the
ETX metric to estimate such loss rates. They both include the forwarder list in
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the packet header, prioritized by the closeness to the destination, and both operate
on batches of packets. Finally, they both limit the candidate set size to reduce the
overhead.

However, unlike ExOR, the forwarder election process of MORE allows mul-
tiple nodes to forward the packets. In fact, when a node receives a packet, it first
checks whether it is in the packet’s forwarder list. If so, the node then checks if the
packet is an innovative one, that is, whether it is linearly independent of the pack-
ets of the same batch it has previously received. If both conditions are satisfied,
the node stores the packet in the buffer and broadcasts a linear combination of the
received packets.

Another difference between MORE and ExOR is that each packet sent by
MORE is a coded packet, i.e., a linear combination of all the packets in the batch.
Therefore, a duplicate transmission occurs every time a packet is linear dependent
from the packets previously received. MORE does not use any explicit strategy
to avoid duplicate transmissions, since there is no explicit cancelation of redun-
dant transmissions. Instead, it resorts to the path loss rates to estimate the number
of transmissions needed to forward a packet to a node closest to the destination,
and such estimates implicitly limit duplicate transmission events. Each time that
a packet has been received from the most distant node, a credit counter is incre-
mented by such an estimate, and each time that the node forwards a packet, its
credit counter is decremented by one.

An explicit acknowledgment strategy is used to notify the source that a batch
is correctly received by the destination, and the ACK is routed using traditional
unicast routing. Clearly, the batch size affects the MORE overhead because the
smaller the batch sizes, the more frequent the ACKs. Moreover, the batch size also
affects the duplicate transmission occurrence because the smaller the batch, the
more likely the duplicate transmission event.

3.4.5 Beacon-less Opportunistic Routing Protocols

Based on the analysis above, we can observe that existing opportunistic routing
protocols build candidate lists prior to data transmissions based on source node’s
knowledge of the network link conditions. This knowledge is based on the trans-
mission of short control messages, called beacons. Each source node has to broad-
cast beacons to learn the network conditions and build the candidate lists. However,
the candidate lists will be invalid if nodes move or link quality varies. If the source
node wants to keep always updated with the latest network conditions, it has to
frequently broadcast the beacons, which will significantly waste a lot amount of
energy. To overcome such issues, various beaconless routing protocols have been
proposed. In the following, we introduce the concept of beaconless opportunistic
routing, which is a variant of typical opportunistic routing without using beacons.
Beaconless opportunistic routing algorithms employ a reactive scheme to discover
1-hop neighbors and select packet forwarders. In particular the current forwarder
broadcasts the packets to discover its neighbors. Neighbors receiving the packet
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can participate as next-hop candidates. They wait for a delay timer, which is cal-
culated based on one metric (i.e., the distance to the final destination). Therefore,
the candidate closest to the destination has the shortest timeout. When the timer
expires, the respective candidate transmits first the packet and becomes the next
hop. In the following, we present some representatives of beaconless opportunistic
routing.

Implicit Geographic Forwarding

The implicit geographic forwarding (IGF) protocol [128] is one of the first beacon-
less routing protocols proposed in the literature. IGF combines MAC and network
layers. The selection of the next hop is carried out at the MAC layer, and the actual
delivery is done at the network layer. In IGF, the node holding the packet broad-
casts a Request to Send (RTS) frame and waits for the first Clear to Send (CTS)
response. Each neighbor receiving the RTS frame evaluates its own suitability as
next hop. The neighbor providing the largest advance towards the destination is
preferred and should answer first. Finally, at the Network layer, the forwarding
node transmits the data message and the selected neighbor confirms the reception
by answering with an Acknowledgment message (ACK).

IGF includes two optimizations to reduce the number of responses and colli-
sions. The first mechanism avoids simultaneous responses from neighbors based
on timers. The second scheme cancels unnecessary responses when other neigh-
bors’ responses are overheard. Upon receiving a RTS message, each neighbor sets
a timer to wait before answering with a CTS message. The timer value depends
on the reduction in distance towards the destination provided by the node plus a
random component. Thus, neighbors located closer to the destination answer first.
Besides, neighbors overhearing an earlier CTS from another neighbor cancel their
own timers.

IGF defines a forwarding area so that all nodes within that area are separated
by a distance lower than the theoretical radio range. That is, in theory, all nodes
inside it can hear one another. Only those nodes located inside the forwarding area
can take part in the selection process. However, in practice, radio propagation can
make nodes within the forwarding area not to overhear some answers. Also, as a
side effect, the use of a forwarding area may neglect some neighbors providing a
higher advance because of being outside that area.

Beacon-Less Routing Protocol

The beaconless routing (BLR) [97] relies on a distributed contention process as
the only way of determining the next-hop. BLR selects a forwarder in a fully dis-
tributed manner among all its neighboring nodes without having any information
about their position or even about their existences. In the normal working mode
(greedy mode), data packets are just broadcasted by the source node, and the proto-
col takes care that just one of the receiving neighboring nodes will actually forward
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the packet. This is accomplished by computing a timer called Dynamic Forward-
ing Delay (DFD) at each neighbors. The calculation of DFD is dependent on the
position of the node relative to the current forwarder and the destination.

Among all neighbors that provide geographic progress, the one in the best po-
sition forwards the data packet first. The other neighbors cancel their scheduled
transmissions, when they overhear the data packet. To ensure that all nodes de-
tect the forwarding, only nodes within a certain forwarding area take part in the
forwarding contention. Furthermore, passive acknowledgments are used. That is,
by detecting the transmission of the packet, the previous forwarder could conclude
that the packet it sent out was successfully received by its next hop.

Additionally, BLR includes a face strategy (backup mode) to deal with local
maximum. The current forwarder broadcasts a short request, and all neighbors re-
ply with a packet indicating their positions. If there is a neighbor located closer
to the destination than the current forwarder, the neighbor is then chosen as the
next-hop. Otherwise, the actual forwarder extracts a planar subgraph (e.g., Gabriel
Graph) for its neighbors and forwards the packet according to the right-hand rule,
as in the GPSR protocol. Figure 3.9 shows the greedy mode of BLR, where node
P chooses node A as its next-hop forwarder, since A provides the biggest progress
among all the neighbors of node P . Figure 3.10 depicts the procedure of backup
mode of BLR. As we can see, when node S does not have any neighbor provid-
ing distance progress, then it will start the extraction of a planar subgraph for its
neighbors and forwards the packet according to the right-hand rule. Therefore, it
chooses node A as next-hop.

Figure 3.9: BLR working in the greedy mode.

Contention-Based Forwarding Protocol

In Contention-based Forwarding [57], the routing procedure basically has two
phases: contention process and suppression phase. In the contention process, the
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Figure 3.10: BLR working in the backup mode.

current packet holder broadcasts the data packet and waits for its neighbors to de-
termine which one will be the next forwarder in a distributed contention process by
themselves. During the contention process, candidate neighbors compete for being
the packet forwarder by setting timers related to their actual positions. The neigh-
bor providing the most advance towards the destination waits for the shortest time
before forwarding the data packet. The remaining candidates cancel their timers
when they hear the transmission from the winning node.

The second phase is the suppression of redundant messages. The suppression
phase is used to reduce the chance of accidentally selecting more than one node as
the next hop as well as to reduce the overhead of duplicated packets. Three dif-
ferent suppression schemes are proposed. The basic scheme consists of canceling
timers after hearing a transmission from another neighbor. The area based scheme
defines a forwarding area as in IGF. Authors of CBF propose three different areas:
Sector, Reuleaux triangle and Circle. Their results show that a Reuleaux triangle
is the forwarding area with better performance than Sector and Circle in terms of
packet duplications and average advance in each hop. Finally, a third suppression
mechanism is defined, called active suppression. The active suppression is equal
to the RTS/CTS approach proposed in IGF that allows the forwarding node to de-
termine which neighbor is selected as the next hop among the neighbors whose
CTS frames were received. The active scheme selects explicitly a unique next hop
preventing packet duplications. Multiple nodes may send a CTS control packet,
but only one is selected because the forwarding node acts as a central authority.
Obviously, this requires the additional overhead of RTS/CTS control packets.
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Beaconless On-demand Strategy for Sensor Networks Protocol

The beaconless on-demand strategy for sensor networks protocol (BOSS) [124]
was designed considering that packet loss and duplicates are common in realistic
wireless communication. To avoid duplicates, BOSS employs a three way hand-
shake to forward packets in a similar way to the RTS/CTS scheme used in IEEE
802.11 [5]. BOSS provides a retransmission mechanism based on both active and
passive acknowledgments to improve reliability without increasing the controlling
overhead. A contention timer function (called Discrete Dynamic Forwarding Delay
(DDFD), shown in Figure 3.11) is included at each node to decrease the collisions
and the number of answers during the neighborhood discovery. DDFD divides the
neighbors area into various sub-areas according to the distance advance towards
the destination. Thus, the neighbors located in a high-advance sub-area answer be-
fore the remaining neighbors placed in low-advance sub-areas. Moreover, DDFD
also prevents collisions among neighbors in the same sub-areas.

The major contribution of BOSS is the use of a DATA message including the
data payload to discover neighbors. The reason is that bigger messages are often
more error-prone than short ones. For this reason, short RTS and CTS messages can
be sent over a link that a big DATA message cannot. By sending first the big DATA
messages, BOSS performs the next-hop selection only among those neighbors that
successfully receive the data payload.

Unlike other beaconless protocols, the DDFD timer in BOSS combines a uni-
formly distributed value that is dependent on the geographic advance of each node
together with a random value. With this definition, the total delay does not mix
the responses from neighbors in different sub-areas. Thus, the function reduces the
number of responses and the probability of generating simultaneously responses
from neighbors, which are in the same sub-area. Other proposals calculate the
waiting time solely based on the distance advance value. In those cases, the for-
warding node could have several neighbors providing similar distance advances,
and therefore increases the probability of collisions.

3.4.6 Drawbacks of Existing Opportunistic Routing Protocols

The existing opportunistic routing protocols have their drawbacks and thus are
limited to certain application scenarios. In the following, we briefly discuss the
problems of both the candidate list-based opportunistic routing and beaconless op-
portunistic routing. These limitations trigger the design of a more efficient and
flexible opportunistic routing protocol that is able to be compatible with dynamic
features of wireless mobile ad-hoc and sensor networks.

Problems of Candidate list-based Opportunistic Routing Under Dynamics

Candidate list-based opportunistic routing protocols share the same feature that
a candidate priority list has to be generated using beacon messages prior to data
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Figure 3.11: Area division for the DDFD timer in BOSS.

transmission. The criterion to rank the candidates is mostly the link quality of dif-
ferent nodes. The list is then included in the header of every data packet, such
that when receiving a data packet, a node can check the list and infer whether it
has been “defined” as a forwarder candidate of this packet and what is its priority.
However, this list is usually generated only once prior to data transmission in a
static way. When the network topology changes, due to either node mobility or
wireless channel variation, the link quality of different nodes will certainly change.
This means the priority list that was generated based on an old network topology
is no-longer valid. In MANET environments, a fast candidate selection and prior-
itizing process has been proven to be preferable, where the candidate list can be
updated frequently such that the generated list can reflect the latest situation of the
network [46]. However, the frequency of updating the candidate list will be high
for a dynamic network where network topology constantly changes over time. This
leads to significant amount of additional overhead, which might even eliminate the
benefits of opportunistic routing. Therefore, the candidate list-based opportunistic
routing protocol will encounter severe problems in dynamic environments.

To show the problem of candidate list-based opportunistic routing under dy-
namic environments, we present the results of invalid priority lists under different
mobility situations (using the simulation framework presented in Chapter 4). We
take the most representative candidate list-based opportunistic routing protocols
of ExOR, SOAR, and MORE as examples, since the other candidate list based
opportunistic routing protocols share the principle of ranking the candidates. In
Figure 3.12, the Y index indicates the percentage of the pre-generated candidate
priority list that is not valid anymore, and the X index is the average moving speed
of nodes that are moving with Random Waypoint mobility model [13]. We can
clearly see that, for all of the these three protocols, the percentages of invalid can-
didate list increase significantly as node speeds increase. This means, when the
nodes become mobile, most node-rankings on the priority list will be invalid, and
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thus, the ranking of the candidates’ priorities becomes useless. As a conclusion,
candidate list-based opportunistic routing selects packet forwarders based on a pri-
ority list, which is generated before data transmissions. However, the network
topologies at the moment of generating the priority list and the moment of data
transmission are usually different due to node movements or channel variations.
Therefore, candidate list-based opportunistic routing is not suitable for dynamic
situations where network topology changes constantly.
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Figure 3.12: Percentage of invalid priority list under mobility.

Problems of Beaconless Opportunistic Routing Considering A Single Con-
text

Beaconless opportunistic routing protocols are promising for wireless environ-
ments, since network nodes do not have to transmit beacon messages to keep up-
dated with varying network conditions. However, most of the existing beaconless
opportunistic routing protocols select packet forwarders based on solely one net-
work metric, such as link quality, geographic distance, or hop count. This is still
similar to conventional MANET routing, where a least cost path-based approach is
favored. The cost metric reflects the criterion to be optimized. However, the single
metric-based approach has the drawback of fast resource depletion along the pre-
ferred paths. Therefore, a beaconless opportunistic routing approach considering
multiple types of metric is promising for MANETs or WSNs.

In the next section, we describe context aware communication and context-
aware routing, which are new concepts of building communication protocols based
on multiple types of context information at run-time that have impact on system
performance.
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3.5 Context-aware Routing

In complex systems, such as MANETs or WSNs, various context information have
impact on system performance. Different types of context information should be
considered in protocol design. Context is any information that can be used to char-
acterize the situation of an entity and the environment the entity is currently in.
Context-awareness enriches entities with knowledge of the status of themselves and
the environments, which enables the automatic adaptation to the changing environ-
ments. In the scope of this thesis, context means any information with impact on
routing decisions, e.g. geographical location, energy level, connectivity, etc. There
are some works on context-based routing in MANETs or WSNs. However, most
of these works focused only on a single network metric, such as energy (energy-
aware routing) or geographic location (geographical routing). An efficient routing
solution should simultaneously take into account multiple contextual metrics that
have impact on routing performance.

One of the main contribution of this thesis is the proposal of a context-aware
opportunistic routing protocol. This section first presents a formal description and
definition of the terms “context” and “context-aware routing”, as they are fre-
quently mentioned in the scope of this thesis. Then a requirement analysis for
the protocol design is done and the protocols that have been designed based upon
the requirements are presented.

3.5.1 Definition of Context

For a formalization of context-aware routing, a definition of context and context-
awareness is required at the first place. A definition of context is given by Dey and
Abowd [18]:

“Context is any information that can be used to characterize the situation of
entities (i.e., whether a person, place or object) that are considered relevant to the
interaction between a user and an application, including the user and the applica-
tion themselves.”

Within the scope of this thesis, the use of contextual information is not re-
stricted to the interaction between users and applications, but the interaction among
the devices within a mobile ad-hoc network or a wireless sensor network. Take
wireless sensor network as an example, the term “context” refers to the situation
and the environment of the sensor nodes, which are objects in the terminology of
the given general definition. The concrete context metrics of the sensor node can
be, for example:

• location

• energy level

• connectivity
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• sensed data

• individual preferences

• mobility

• traffic rates

• link quality

In the scope of this thesis, context can be any information that can have impact
on the routing process. Furthermore, the handling of contextual information is not
only dependent on context values (such as the geographic position), but also rel-
evant with semantics, which means the correct interpretation of the given values.
Therefore, the semantics can be regarded as an integral part of the context informa-
tion. A full description of a context criterion, including the semantics, comprises
the following:

• information on what kind of context is described, e.g., delay

• information about the scale, e.g., seconds or minutes

• possible value ranges, e.g., [-1,1]

• value interpretation rules, e.g., target values.

The description of a current context then at least consists of the description
of relevant criteria as defined above, as well as the current context values for all
these criteria. Additionally, it can also contain rules for correct interpretation of
the combined context. In this thesis, we classify the context into three groups:
local, link, and global context.

• Local context: local context includes local attributes of network nodes, such
as location, mobility and residual energy.

• Global context: global context includes diverse attributes of the network,
such as network topology and traffic conditions.

• Link context: link context includes various properties associated with wire-
less links, such as link quality and bandwidth.

Due to the dynamic nature of mobile ad-hoc networks and wireless sensor net-
works, it is expensive to obtain and maintain global contexts. Therefore, local and
link context should be exploited efficiently to improve system performance.

Context-aware means that an entity performs an action while taking into ac-
count its own current context and the context of those it is interacting with. In
the scope of routing in wireless ad-hoc networks and wireless sensor networks,
context-aware routing refers to routing methods that use the context information
that are mentioned above to determine routes. The concrete decision on which
context metrics to use should depend on the specific requirements of the applica-
tion (e.g., required speed or limited delay).
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3.5.2 Context-aware Protocols

Context-aware systems are able to adapt their operations to the current context val-
ues without explicit user intervention and thus aim at increasing usability and effec-
tiveness by taking the latest environment context into account. Context-awareness
characterizes a system that consults context information when performing certain
tasks. Different types of context-aware system, middleware, management plat-
forms for wireless networks have been proposed [162] [58] [29] [139].

In the scope of this work, context means any information with impact on the
routing process. When referring to packet routing in dynamic networks, context-
aware routing means routing methods make use of the context information to select
next hops. Some efforts have been made to efficiently make use of the network
context information to improve routing performance. In [38], authors proposed
to collect context information, such as location, distances, interest profile, and
aggregate traffic flows, to help the content distribution in a vehicle ad-hoc net-
work. [50] also focused on the application of context utilization into the domain of
vehicle network. It collected the context information of road conditions, vehicle
density, average vehicle speed and roadside facilities to help the task of efficient
route planning, traffic load balance, etc. In [140], Xiao et al. analyzed the context
of intra-community centrality, inter-community closeness on the performance of
social network. In [144], You et al. exploited the context information like the size
of network holes, or the remaining energy of nodes, to improve the performance of
geographic routing in wireless sensor network environment. In the area of wireless
mesh networks, [71] proposed adopting a reconfigurable context management sys-
tem to simplify the task of accessing a variety of information required by adaptive
routing protocols and to hide the low-level complexities of information sources
management. In [45], authors proposed a context and content-based routing proto-
col (CCBR) for mobile sensor networks. CCBR adopts content-based addressing
to effectively support the data-centric communication paradigm usually adopted
by WSN applications. It also takes into account the characteristics of the sensors
to filter data. In [129], a context-aware and adaptive security scheme for wireless
networks was proposed. The key contribution is the implementation and evaluation
of a context-aware and adaptive manager (CASM) that selects appropriate security
protocols for specific wireless network applications in real-time.

3.5.3 Consequences of Context-aware Routing

The more relevant context parameters are involved in context-aware routing, the
more accurately the protocols can understand the network. Then, the protocols
can make better decisions to choose the packet forwarder. However, for proactive
MANET routing, this either causes a lot of signaling messages relevant to the up-
dates of routing tables, as the network members should be aware of the context
changes, or some outdated context information have to be accepted.

For reactive routing without any route caching, the frequency of context changes
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is of minor importance. The routes are determined by route discovery as they are
needed, independent of whether the context has changed or not. When there is a
frequent need for routes, route caching can be used to reduce the frequency of route
discoveries, and also the signaling overheads. If the cache time is too long and the
context changes are too frequent, the cached routes can of course be outdated if
the context has changed in the meantime. Therefore, reactive routing is not totally
independent of the context change frequency any more.

Reactive routing has another advantage over proactive routing when it comes
to context-aware routing: by specifying a parameterized evaluation function in the
route requests, it provides greater flexibility. Route discovery with different con-
text choices, different evaluation functions, etc., can be performed simultaneously
in a network. To achieve the same flexibility in a proactive routing scheme, all
potentially relevant context information would constantly have to be kept up to
date, which requires not only many signaling overheads but also more local mem-
ory, which will be a severe problem for resource-constrained devices like wireless
sensor nodes.

Therefore, to answer a question like whether proactive or reactive routing is
more appropriate for context-aware routing, the answer really depends on several
constraints, of which the frequency of context changes, the interval between the
requests for a new route, and the flexibility are the most important ones. In case
of slow context changes and frequent needs for routes, proactive routing is the
preferred choice, especially if there are low requirements on flexibility. In case of
fast context changes, high flexibility demand and/or infrequent need for routes, a
reactive scheme should be chosen.

However, all the problems relevant to proactive routing or reactive routing will
be completely eliminated if the beaconless opportunistic routing approach is em-
ployed. Because beaconless opportunistic routing does not maintain any routing
tables, and thus, no signaling overhead will be paid. The forwarder is selected af-
ter the packet transmission at the receiver side, therefore there is no need to store
any context information. The decision is made solely based on the instantaneous
context values at the moment of packet reception. As a conclusion, beaconless op-
portunistic routing does not create any additional overhead when integrated with
context-aware routing, and thus, is a promising solution for packet transmission in
dynamic environments.

3.5.4 Context Combination Rules

In the design of wireless routing protocols, packet transmission is one part of great
importance. Another part, which is of similar importance, is the decision-making
procedure at each node, i.e., algorithms to choose one route from multiple route
alternatives. Most routing algorithms in communication networks only use a single
criterion to choose forwarders or routes. When routing is context aware, however,
multiple types of context criteria have to be considered simultaneously. As there
are multiple criteria that can influence the routing decision, these criteria have to
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be combined together and the final decision is to be made with the help of a multi-
criteria decision algorithm.

There are some routing algorithms that use more than one criterion to decide
routes. A multi-criteria routing approach for wireless sensor networks was pre-
sented in [91], where a Multi-Criteria Routing (MCR) algorithm based on three
criteria, namely remaining energy per node, power consumption model, and group
membership is applied. In [96], authors focused on three parameters of energy,
latency, and bit error rate. A Normalized Weighted Utility Function (NWAUF) was
used to find the best route with respect to the set of criteria. This NWAUF is based
on normalized criteria values and weight is between 0 and 1 with a cumulative
sum of 1. The most significant difference between these two multi-criteria routing
methods of MCR and NWAUF is the point of aggregation within the process of
route evaluation. In MCR, there is a separate evaluation and ranking for each of
the criteria before the multi-criteria ranking is determined based on the separate
rankings. The drawback of this method is that by only using the ranking positions
in the aggregation, some information is lost.

[93] proposes EM-GMR for wireless sensor network routing, which combines
three context attributes of relative distance to sink, remaining energy, and node
mobility. [102] utilizes the node movements and resource predictions for the selec-
tion of data forwarding direction within a wireless sensor networks. In [102], each
node evaluates the change rates of its connectivity, it collocation with sinks and
remaining energy. Based on the history of these parameters, a prediction is made
using timer series forecasting and the forecasted values are combined into a deliv-
ery probability for data delivery to a sink. This combination is computed locally on
the node by a weighted summation of utility functions related to each of the con-
text criteria. Information about the current delivery probability and the available
buffer space is periodically exchanged with the neighboring nodes. However, most
of the existing context-aware routing approaches are either proactive or reactive.
Therefore, they can not fully avoid the problems presented in section 3.5.3.

3.6 Adaptive Communication Mechanism

When multiple context information are combined together, one problem is how to
assign weights of different context information. The weights of context informa-
tion reflect the importance of different context information and should depend on
their values. This is because fixed weights only reflect the relative importance of
different context information and fail to consider instantaneous situations. There-
fore, an adaptive mechanism, which is able to adjust context weights at run-time,
is promising for dynamic features of MANETs or WSNs.

Mobile ad-hoc and sensor networks have the feature of inherent uncertainty,
which makes packet routes unstable. Therefore, adaptive communication, which
enables network nodes to adjust their behaviors at run-time according to the latest
network situations, is a promising approach to provide satisfactory performance in
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dynamic environments.
There are several routing protocols that adapt their behaviors based on the net-

work characteristics to enhance routing performance. FSR [109], Fisheye State
Routing, is a link-state protocol that exchanges periodic link-state information.
The period of link state propagation is determined by the distance to the destina-
tion. ADV [32] (Adaptive Distance Vector algorithm) exhibits on-demand charac-
teristics by varying the frequency and the size of routing updates. Some research
has been made to replace reactive protocols with timer-directed route discoveries
to produce backup routes prior to losing the primary link [104]. Their protocols
used a fixed timer across all nodes, and the value of the timer is determined off-line
from the history of link-failure statistics.

Adaptive and low-power routing in wireless sensor networks proposes dynamic
change of parents in routing. DSF [59] selects the next hop of a packet based on the
sleeping schedules of neighboring nodes and other metrics such as delay, reliabil-
ity, and energy consumption. However, DSF focuses on synchronized networks.
Furthermore, it requires iterative message exchange to stabilize the forwarding
schedules of all nodes, leading to additional control overheads in the presence of
dynamic links. The Backpressure Routing Protocol, BRP [98], forwards packets
to the neighbor with the lowest queue level. This improves throughput when com-
pared to traditional unicast routing. However, BRP can only be applied when the
overall system is saturated, i.e., nodes always have packets to forward. BRE [24]
reduces hop counts by exploiting link dynamics: when a far-ranging link of in-
termediate quality becomes temporary available, BRE uses it as a shortcut in the
routing tree. In duty-cycled environments, BRE shows two key limitations: (1) its
short-cuts are only stable for a couple of milliseconds, making it difficult to exploit
them in low traffic scenarios. (2) In BRE, nodes overhear data traffic to determine
possible short-cuts. This is not practical when nodes are asleep most of the time.

3.7 Decision Making with Analytic Hierarchy Process

Adaptive communications may require selections or decision making among multi-
ple alternatives. The method used in this thesis for the decision making in paramet-
rical and structural adaptation is Analytic Hierarchy Process (AHP) [123]. AHP is
a flexible decision making process that helps to set priorities and make the best
decision when both qualitative and quantitative aspects of a decision need to be
considered. The method reduces a complex decision to a series of one-to-one com-
parisons and provides rationale for the results.

AHP is one of the most widely used multi-criteria analysis approaches. It al-
lows users to assess the relative importance of multiple criteria or multiple options
against the given criteria in an intuitive manner. If quantitative ratings are not avail-
able, policy makers or assessors can still recognize whether one criterion is more
important than another. Therefore, pairwise comparisons are appealing to users.
The AHP algorithm, as a compensatory method, assumes complete aggregation
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among criteria and develops a linear additive model. The weights and scores are
achieved basically by pairwise comparisons among all options with each other.

The basic procedure to carry out AHP consists of the following steps:

• Structuring a decision problem and selection of criteria: The first step is
to decompose a decision making problem into its constituent parts. In its
simplest form, this structure comprises a goal or focuses at the topmost level,
criteria at the intermediate levels, while the lowest level contains the options.
Arranging all the components in a hierarchy provides an overall view of
the complex relationships and helps the decision maker to assess whether
the elements at each level are of the same magnitude so that they can be
compared accurately.

• Priority setting of the criteria by pairwise comparison (weighting): For each
pair of criteria, the decision maker is required to respond a question such as
“How important is criterion A relative to criterion B?” Rating the relative
“priority” of the criteria is done by assigning a weight between 1 (equal
importance) and 5 (extreme importance) to the more important criterion,
whereas the inverse of this value is assigned to the other criterion of the
pair. The weights are then normalized and averaged in order to obtain an
average weight for each criterion.

• Pairwise comparison of options of each criterion (scoring): For each pairing
within each criterion the better option is awarded a score, again, on a scale
between 1 (equally good) and 9 (absolutely better), while the other option
in the pairing is assigned a rating equal to the reciprocal of this value. Each
score records how well option x meets criterion y. Afterwards, the ratings
are normalized and averaged.

• Obtain an overall relative score for each option: In a final step, the option
score are combined with the criterion weights to produce an overall score for
each option. The extend to which the options satisfy the criteria is weighted
according to the relative importance of the criteria.

In general, AHP can effectively support decision making with regard to com-
plex sustainability issues and can help to recognize and define a problem in detail.
It is widely used to decompose a decision making problem into its constituent parts,
which are then structured hierarchically. Multiple and even conflicting goals can
be taken into consideration.

As a simple example, Figure 3.13 shows how the AHP theory can be used to
select the most suitable leader from a field of three candidates. The evaluation
factors to be considered are experience, education background, charisma, and age.
According to the judgement of the decision makers, Dick is the strongest candidate,
followed by Tom, then Harry. The figure shows the AHP hierarchy at the end of
the decision making process. Dick is the preferred alternative, with a priority of
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0.493. He is preferred about a third more strongly than Tom, whose priority is
0.358. Experience is the most important criterion with respect to reaching the goal,
followed by Charisma, Education background, and Age. Details of the procedure
can be found in [21].

Figure 3.13: An example of using AHP to choose a leader from three candidates.

3.8 Duty Cycling in Wireless Sensor Networks

Wireless sensor networks are characterized by multi-hop lossy wireless links and
severely resource-constrained sensor nodes. Among the resource constraints, en-
ergy is the most critical one since sensors are usually powered by batteries with
limited energy capacity, while the deployment of WSN has the lifetime require-
ment of couple of years. To close the gap between limited energy and long-term
deployment requirement, a reliable and energy-efficient routing solution is an es-
sential task for WSNs.

It has been observed that low power, low range sensors consume significant
amount of energy while idling compared to the energy consumed during transmis-
sion and reception. Consequently, it has been widely considered a principle method
of energy conservation to turn off sensors that are actively involved in sensing or
communication. By operating at a low duty cycle, i.e., reducing the fraction of time
that a sensor is active, sensors can conserve energy and consequently increase their
lifetimes. This is especially applicable in scenarios where sensors are naturally idle
for most of the time (e.g., detection of infrequent events such as fire, fault, etc., and
transmission of very short messages). In some cases we may also be forced to put
sensors in a power-saving (or sleep) mode for a large fraction of the time in order
to meet a certain lifetime requirement.

By putting sensors into sleep mode, the lifetime of sensor network can be sig-
nificantly prolonged. However, the price we pay is that the network communication
and sensing capabilities become intermittent. The intermittent sensing capability
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disrupts the sensing coverage of the network, i.e., certain areas of the network may
not be covered by any sensor and consequently the events within that area fail to be
detected on time. Similarly, turning off radio transceivers results in loss of connec-
tivity among nodes, which reduces the possibility that nodes concurrently overhear
a packet transmission. As a result, it prevents the spatial reuse in the forwarding
process. There are many challenges in designing low duty-cycled wireless sen-
sor networks. The temporary unavailability of nodes can adversely affect both the
coverage and connectivity of the network. Therefore, there is a trade-off between
energy saving and performance degradation.

Many duty-cycled based MAC protocols have been proposed to let the nodes
go into sleep mode periodically or aperiodically. Synchronous protocols, such as
S-MAC [143], D-MAC [94] and FPS [68], determine the perfect duty-cycle of
all sensor nodes. Synchronous approaches do not completely eliminate the idle
listening time, but help to reduce it. Most synchronous approaches are based on
establishing communication schedules, so that nodes communicate on known time-
slots. S-MAC schedules all nodes in the network to wake up, listen, and then sleep
at the same time. D-MAC and FPS schedule the node wake-up time along a dis-
semination tree. The tree is constructed during configuration phase and then nodes
are assumed to be static thereafter. Asynchronous approaches have been developed
and tested in static wireless sensor networks. These approaches are robust: they do
not require fixed topology or precise time synchronization and therefore are more
suitable for mobile scenarios. X-MAC [37] protocol uses a shorter preamble such
that it retains the advantages of low power listening. Therefore, it has the feature
of low power consumption, simplicity, and a decoupled sleep schedule of a trans-
mitter and a receiver. WiseMAC [54] optimizes low power listening by making
senders learn the wake-up schedules of their neighbors. The nodes thus can use
very short preambles to selectively wake up a specific neighbor. The main draw-
back of asynchronous protocols is that they have to deal with high discovery cost.
Discovering neighboring nodes usually requires staying awake for a longer time
either continuously transmitting beacons or overhearing messages from potential
neighbors.

MaxMAC [73] [74] is an energy efficient MAC protocol that targets at achiev-
ing maximal adaptivity with respect to throughput and latency. By adaptively tun-
ing essential parameters at run-time, the protocols reaches the throughput and la-
tency of energy-unconstrained CSMA in high-traffic phases, while still exhibiting
a high energy-efficiency in periods of sparse traffic. MaxMAC operates similarly
as existing energy-efficient MAC protocols in low traffic load situations, it is able
to maximally adapt to changes in the network traffic load at run-time. By tak-
ing advantages of design principles for energy-efficient MAC protocols, MaxMAC
introduces novel run-time adaptation techniques to effectively allocate the energy-
costly radio transceiver truly in an on demand manner.

Challen et al. proposed IDEA [40], Integrated Distributed Energy Awareness,
a sensor network service enabling effective network-wide energy decision making.
IDEA integrates into the sensor network application by providing an API allowing
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components to evaluate their impact on other nodes. IDEA distributes information
about each node’s load rate, charging rate, and battery level to other nodes whose
decisions affect it. Moreover, IDEA enables awareness of the connection between
the behavior of each node and the application’s energy goals, guiding the network
toward states that improve performance. One key feature of IDEA is the adaptivity
of sensor duty cycles based on the awareness of energy level, which enables a
sensor node to sleep longer if its energy depletion rate is high.

One of the contributions of this thesis is that it adopts the idea of opportunis-
tic routing to wireless sensor networks, with the consideration of the specific de-
mands of wireless sensor node. When adopting opportunistic routing to wireless
sensor networks, we have one more source of dynamics: the uncertainty due to
the sleep scheduling, in addition to the uncertainties caused by wireless transmis-
sion and node mobility. Opportunistic routing was originally proposed to improve
the throughput of multihop wireless mesh networks, where wireless transceivers
are always on and energy consumption is not an important concern. In contrast,
wireless sensor nodes are commonly duty-cycled to ensure long lifetime, limiting
the use of overhearing for opportunistic routing. Therefore, a detailed investiga-
tion about how to integrating opportunistic routing to wireless sensor networks is
needed, in order to fully exploit the benefits of opportunistic routing in wireless
sensor networks.

3.9 Software-based Energy Profiling in Wireless Sensor
Networks

Energy is one of the most critical constraints for the design and implementation
of wireless sensor networks and their protocols. By being able to estimate the
energy consumption of the sensor nodes, applications and routing protocols can
make reasonable decisions that increase the lifetime of the networks. According to
the experiment results in [108], the network lifetime can be improved by around
52% if the information about energy consumption is available.

While commonly used network metrics such as packet delivery ratio, end-
to-end delay, or throughput can be easily obtained in real-world WSN testbeds,
measuring the power consumption of sensor nodes is much harder: costly high-
resolution digital multi-meters need to be hooked to the nodes in order to sample
the varying low currents and voltages. For years, experimental research in the field
of energy-aware and energy-conserving protocols has required long period of mea-
surements. Existing simulation tools provide different degrees of analysis in com-
munication, application, and energy domains. However, none of them provides
enough flexibility to estimate the consumed energy for a wide range of wireless
sensor hardware platforms. This, in turn, does not allow researchers to use them to
study wireless sensor networks from the perspective of energy consumption. On
the other side, current wireless sensor platforms, such as Tmote Sky sensor node,
do not provide hardware mechanisms for measuring the energy consumption of the
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sensor node. Furthermore, the unique characteristics of sensor network applica-
tions make the hardware-based energy measurement difficult [78].

Therefore, a software-based on-line energy profiling mechanism is promising
for small sensor nodes. The mechanism runs directly on the sensor nodes and
provides real-time estimates of the current energy consumption. Some efforts have
been made in this domain and most of them proposed simple state-based energy
estimation models. Younis and Fahmy suggested the use of a simple linear model
for estimating energy consumption [145]. However, their model requires extensive
changes to all applications and protocols that use it.

In [52], Dunkels et al. proposes that an intentionally simple mechanism for
on-line node-level energy estimation can provide a good estimation of energy con-
sumption. Their solution motivated the need for software-based on-line energy
estimation, because only on-line estimation mechanisms running on the node itself
enable the node to take energy-aware decisions about routing, clustering or trans-
mission power scheduling. The authors derive the state-based models (3.1) and
experimentally correlate the estimated energy with the sensor nodes lifetime.

E = (Imtm + Iltl + Irtr +
∑
i

Icitci)× V (3.1)

In this energy model, V is the supply voltage, and Im, tm are the current draw of
the node’s microchip and the time it has been fully active. The variable Il and tl
correspond to the current draw and time of the microchip in the low power mode.
Variable It and tt correspond to the current draw and time of the radio transceiver
in the transmit mode, and Ir and tr in receive mode. Furthermore, Ici and tci
denote current and time of operation of further onboard components.

Hurni et al. examines the accuracy of different software-based on-line energy
estimation techniques [76]. They evaluate today’s most widespread energy esti-
mation models in order to investigate whether the current methodology of pure
software-based energy estimation running on a sensor node itself can indeed reli-
ably and accurately determine energy consumption.

In [63], authors proposed PowerBench, a system elaborates on the difference
between their software-based energy estimations and the physically measured en-
ergy consumption of sensor nodes running different energy-efficient MAC proto-
cols. The model (3.2) applied is the same as on S-MAC [143] and B-MAC [112].
The consumed energy E is calculated as the sum of the total time spent in the re-
ceive state multiplied by the respective power level TrcvPrcv, and the respective
terms for the transmit and sleep states (TslpPslp and TtxPtx).

E = PrcvTrcv + PtxTtx + PslpTslp = (IrcvTrcv + ItxTtx + IslpTslp)× V (3.2)

3.10 Simulation Framework

During developments of applications, systems, and protocols for MANETs and
WSNs, a large part of the time will be spent on compiling, testing, debugging,
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and evaluating. Either a network of real MANET/WSN nodes or a MANET/WSN
network simulator is used during the testing, debugging and evaluation phases.

When using network simulators for research experiments, the evaluation of the
experiment can be much less time consuming and information about nodes and
their communication protocols can be measured at a high level of detail. It is also
possible to repeat exactly the same experiment several times, which is almost im-
possible when evaluating an experiment on a real MANET/WSN testbed. In a sim-
ulation environment, it is also possible to control most aspects of the network envi-
ronment such as number of nodes, mobility, wireless channel propagation models,
etc. Therefore, simulation-based study is a good option to analyze performance of
MANET/WSN routing protocols before deploying the protocols in a real testbed.

To perform simulation, a network simulator is required. In general, network
simulators can be used for a wide range of tasks that are involved in MANET/WSN
communications. In the following, we briefly introduce some of these tasks.

• Application and System Development: When developing applications or sys-
tems, simulators can be used as a tool for testing the complete behavior of the
system. By executing the application or system in a simulator with supports
for debugging, it is possible to find out the system design flaws before de-
ploying the application on real nodes. Installing, executing, and debugging
using a simulator can save a substantial amount of time compared to using
real nodes since it takes much less time to install and execute in a simulator.
It is also easier to get detailed information about internal states and other
debugging related information of the simulated nodes than on real nodes.

• Evaluation of New Communication Protocols: When developing new com-
munication protocols for wireless sensor networks, it is necessary to evalu-
ate some aspects of the protocol such as energy consumption, throughput,
reliability in varying conditions. Simulators provide detailed evaluations as
well as control and variation of the conditions in the simulated environment.
Evaluation in a simulator is typically both easier and faster than on a real
world deployment or testbed.

• Power Profiling of Applications: In WSNs, many applications have high
network lifetime requirements. Using an simulator, it is possible to get an
expectation of how long batteries in the nodes will last. It is, however, im-
portant that the simulator has a fine-grained energy model of the nodes such
that it can provide accurate power consumption predictions.

3.10.1 Types of Wireless Network Simulators

Simulations can be performed at several different abstraction levels, from generic
simulation where only the most important aspects are simulated to high detailed
simulations where many details are simulated. We classify the available simula-
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tors into three categories: generic network simulator, code level simulator, and
firmware level simulator.

• Generic Network Simulators: Generic network simulator simulates systems
with a focus on networking aspects. The simulator user typically writes the
simulation application in a high level language different from the one used
for the real sensor network. Since the focus of the simulation is on net-
working, the simulator typically provides detailed simulation of the radio
medium, but less detailed simulation of the nodes. The application or proto-
col code is usually written in the same language as the simulator itself. Most
network simulators provide implementations of network stacks, MAC proto-
cols, radio medium simulation, etc. Examples of generic network simulator
include NS-2 [105], NS-3 [106], OMNeT++ [138], and GloMoSim [148].

• Code Level Simulators: Code level simulators use the same code in simu-
lation as in real nodes. They provide implementation of the network stacks
that are available for the specific operating system since the code is the same
as on real nodes. Code level simulators can be used for interoperability test-
ing, but since they are operating system specific, the tests will be limited to
communication stacks within the same operating system. Example of code
level simulator include TOSSIM [90] and COOJA [55].

• Firmware Level Simulators: These simulators are based on emulation of the
sensor nodes and the software that runs in the simulator is the actual firmware
that can be deployed in the real nodes. This approach gives the highest level
of details in the simulation and enables accurate execution statistics.

3.10.2 Simulation Framework

Many simulators provide specific frameworks for the simulations of certain types
of network. For example, OMNeT++ provides different frameworks for simulat-
ing MANETs, WSNs, or Body Sensor Networks [142]. Different frameworks have
different focuses on the specific applications, which enrich the simulator to simu-
late the application detailedly. As an example, the INETMANET framework [7]
includes multiple radio wave propagation models, simple battery models and sup-
ports multi-radio communications, which are the key characteristics for the simu-
lation of opportunistic routing protocols in MANETs.

OPPONET [107] [87] provides basic mechanisms for simulating opportunistic
and delay-tolerant networks in OMNeT++. OPPONET allows simulating open
systems of wireless mobile nodes where synthetic or real mobility traces are used
to drive the simulations. However, OPPONET is too much limited to the mobility
modeling (scripted mobility), and object creation, while it does not provide any
routing functionalities.

ONE [84] is probably the most successful simulator specifically designed for
evaluating DTN and opportunistic routing protocols. It allows users to create sce-
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narios based upon different synthetic movement models or real-world traces to
offer a framework for implementing routing and application protocols. However,
ONE focuses on the modeling of the behavior of store-carry-forward networking,
and hence refrains from detailed modeling of the low layer mechanisms such as
signal attenuation and congestion of the physical medium. Instead, the radio link
is modeled as a communication range and a link with a certain bit-rate, which are
assumed to be constant over the simulation. All these limitations make ONE im-
perfect for simulating opportunistic routing protocols, which heavily make use of
various links with channel fluctuation.

There have been earlier works in the MANET community to develop frame-
works to implement ad hoc routing protocols. ASL [136] and FRAd-Hoc [133]
present such routing frameworks in MANETs. [16] provides a MANET routing
protocol framework for the OMNeT++ community. [103] designs a framework for
opportunistic routing protocols in ad-hoc networks, but it targets to emphasize that
the throughput gain achieved by opportunistic routing is not clearly attributed to
the opportunistic selection of forwarder but also partly due to its acknowledgment
and scheduling features which may also be implemented by traditional MANET
routing protocols. It does not focus on the compositional architecture of generic
opportunistic routing protocols. Our framework, consisting of abstract components
and common functionalities, builds an architecture for designing and implementing
opportunistic routing protocols.

3.11 Conclusions

In this chapter, we gave a review of related work in the area of routing in wireless
mobile ad-hoc networks and wireless sensor networks. We started with the intro-
duction of traditional routing approaches in mobile ad-hoc networks and wireless
sensor networks, which leads to the introduction of opportunistic routing. Then, we
presented the latest developments of routing protocols in MANETs. Four types of
routing approaches, namely proactive routing, reactive routing, hybrid routing, and
geographic routing are discussed separately. Next, we moved to routing protocols
in wireless sensor networks. Two types of routing principles, namely flat routing
and hierarchical routing, are introduced and their examples are also indicated in
detail. After that, we introduced opportunistic routing, and explained why oppor-
tunistic routing is promising for mobile ad-hoc networks and low-power wireless
sensor networks. The main benefits and design challenges of opportunistic rout-
ing are discussed. Next, we gave a detailed description of the existing candidate
list-based opportunistic routing protocols. Their drawbacks in the presence of link
variation and node mobility are highlighted, since this motivates our contribution
of a beaconless opportunistic routing. Some other works correlated with the thesis
are also introduced, such as context-aware communication and routing approaches.
Adaptive communication, which enables nodes to adjust their behaviors according
to the latest network situation, is also explained. Duty-cycling mechanism, which
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makes the sensor node to switch among different states, is explained. Last, the
software-based on-line energy profiling mechanisms are discussed.

In the next chapter, we start the description of the first contribution of this
thesis: a simulation framework for opportunistic routing protocols.
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Chapter 4

Opportunistic Routing Simulation
Framework (ORSF)

4.1 Introduction

Opportunistic routing has been proposed to improve the performance of wireless
multihop ad-hoc networks. Many protocols have been proposed and validated to
show their functionalities. However, to analyze the performance of different pro-
tocols, implementations of different protocols have to be done individually. This
chapter describes a framework for simulating opportunistic routing protocols in
the INETMANET framework [7] of OMNeT++ [138]. Our goal is to facilitate
the implementation and comparison of new opportunistic routing protocols. The
proposed modules adopt an abstraction of the generic functions of the most rep-
resentative opportunistic routing algorithms. The main contribution is a modeling
architecture in the OMNeT++ simulator, which could be extended to implement
different opportunistic routing schemes [155]. Our work provides an analysis of
the most representative opportunistic routing algorithms. We decouple opportunis-
tic routing into four procedures - Forwarder Candidate Selection, Forwarder Se-
lection, Forwarder Role Change Notification and Collision Avoidance. Different
protocols should have specific implementation mechanisms of each procedure. In
the framework, these four procedures are defined as virtual functions and act as
the implementation stubs such that different protocols could be implemented by
overriding them in the derived function according to their distributed strategies.

OMNeT++ [138] is an open-source modular simulation platform that has pri-
marily been used for simulating wired and wireless communication networks. It
includes, and is continuously complemented by, multiple modeling frameworks
like INET [9], INETMANET [7], MiXiM [10], etc. The INETMANET framework
includes multiple radio wave propagation models, simple battery models and sup-
ports multi-radio communications, which are the key characteristics for the simu-
lation of opportunistic routing protocols in MANETs.

The idea of this work is based on the fact that OMNeT++ (including the IN-
ETMANET framework) lacks the supports for some key features of simulating
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opportunistic routing protocols. Opportunistic routing tries to take advantage of
the time-varying nature of wireless environment to provide hop-by-hop packet for-
warding in scenarios where traditional MANET routing may not perform well. The
goal is to implement a simulation framework, which facilitates the simulation of
any opportunistic routing protocols with the INETMANET framework in the OM-
NeT++ simulator.

The design and implementation details of our framework are presented in sec-
tion 4.2, which includes the framework architecture (section 4.2.1), the abstracted
component modules of opportunistic routing protocols (section 4.2.2), and message
and data structures that are used in the framework (section 4.2.3). To evaluate the
effectiveness of the framework, we implemented some opportunistic routing proto-
cols using our framework and tested their performance in section 4.3. Section 4.5
concludes this chapter.

4.2 Framework Description

In this section, we describe the general architecture of our framework in sec-
tion 4.2.1. Among the different framework components, the OppRoutingProtocol
module, which is the core of the architecture is described in section 4.2.2. The data
structure, message format, and other related issues that are used in the framework
are described in section 4.2.3.

4.2.1 Framework Architecture

Our implementation is based on the OPPONET [107] [87] project. OPPONET
allows simulating open systems of wireless mobile nodes where synthetic or real
mobility traces are used to drive the simulations. However, OPPONET is too lim-
ited to mobility modeling (imported from pre-generated mobility traces) and the
creation or deletion of moving objects. It does not include any routing function-
alities. Our framework is based on the mobility simulation features provided by
OPPNET, and to extend it by adding routing modules.

The architecture of our framework is presented in Figure 4.1, which includes
different modules that coordinate with each other to provide the routing function-
ality. The Navigator module is responsible for node movements. It is designed
as a module interface, which should be implemented as specific mobility model
like Random Walk [12] or Random Waypoint [13]. During the simulation, the
configuration file omnet.ini could be set to use prepared xml-formatted mobility
trace file, which was beforehand produced by the mobility trace generation tool
BonnMotion [28] to control the movement and subsistence of mobile nodes.

The Controller module is simply in charge of the initialization of the node. It
mainly includes channel utilization, packet storage management and other func-
tionalities.
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Figure 4.1: Opportunistic Routing Node Structure in OMNeT++ Simulator.

The WNIC module is an implementation of a wireless network interface con-
troller, composed of physical and MAC layer. We choose IEEE 802.11 from IN-
ETMANET as our WNIC implementation, which includes the IEEE 802.11a/e/g
implementations. A node could have multiple WNIC modules working at different
radio frequencies to support multi-radio communication. The ChannelControlEx-
tend module from INETMANET is adopted to implement the multichannel related
functions.

The EnergyManager module is derived from the INETMANET InetSimple-
Battery module and is a simple energy related implementation. The InetSimpleBat-
tery module provides a linear model of battery usage with fairly coarse estimate of
battery consumption, together with little computational overhead.

The NotificationBoard is employed for modules to notify each other about
the “event” of state changes, such as interface status changes (up/down), mobile
node position updates, etc. The NotificationBoard acts as an intermediary be-
tween modules, where state changes can occur, and modules that are interested in
learning about those changes. Modules should “subscribe” to the notification cat-
egories they are interested in. The NotificationBoard module from INETMANET
is adopted in our framework.

The OppRoutingProtocol module is the core component of the framework.
It is implemented as a simple module such that it could be easily extended. It
abstracts the general functions of the most representative opportunistic routing al-
gorithms and modularizes them such that a specific protocol could be implemented
by extending the module. For example, OppRoutingProtocolExOR is the ExOR
implementation module by extending the OppRoutingProtocol. In next section we
give more details of the OppRoutingProtocol module.

4.2.2 Opportunistic Routing Module

As our focus is mainly on the design of opportunistic routing protocols, it makes
sense to analyze the kernels of the most representative protocols and perceive some
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fundamental structures. Through the analysis of the distinguished opportunistic
routing protocols, we find out that they share some common processes. Therefore,
we describe a general procedure of opportunistic routing and decompose it into
four phases. We regard these four steps as the key features of an efficient oppor-
tunistic routing algorithm. The four phases are:

• Forwarder Candidates Selection

• Forwarder Selection

• Forwarder Role Change Notification

• Collision Avoidance

Forwarder Candidates Selection is the first procedure of the opportunistic
routing. The sending node utilizes the peer-discovery service provided by the
WNIC module. It periodically polls the node factory to check the nodes inside
its range. Certain attributes (e.g., geographic region or nodes movement tendency)
are adopted additionally to build the set of potential next-hop nodes. The design of
these attributes should take into account that only the nodes that are closer to the
destination or that have the movement towards it, should be the candidates. The
frequency of the polling operation should be correlated with the nodes’ speed and
the rapid change of the network topology.

Forwarder Selection defines rules how the actual forwarding node is picked
from the candidates set. Each node inside the candidates set will be added into a
peer collection and marked as unreachable once the WNIC reports its un-reachability.
Unreachable peers will remain in the collection for a period, which enables the
re-acquisition of nodes that are temporarily unreachable in an intermittent envi-
ronment. One design proposal is that the sending node periodically broadcasts a
message containing its current available channels, transmission bit-rate, and move-
ment statistical information. Candidates that successfully receive these packets
will consider the status of these information, its remaining battery lifespan, and
the pre-calculated Expected Transmission Count(ETX)/Expected Any-path Trans-
mission(EAX) metrics to the destination. A comprehensive utility function will be
executed, based on the combination of the ETX/EAX value and the relationships
between the received and local data. Each candidate will return an utility value
and all the successfully received candidates will share its value with others. The
candidate with the highest value will be the one winning the election process.

Forwarder Role Change Notification enables the winning forwarder to an-
nounce its new role and responsibility to surrounding nodes, to make them aware
of the selection winner and stop the competition. This procedure is important,
because if it is well-designed, the duplicated transmission could be avoided. Oth-
erwise duplicated transmission leads to retransmissions, which means additional
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Table 4.1: Basic characteristics of the most representative opportunistic routing protocols

Protocol
Candidate Forwarder Role Collision
Selection Selection Notify Avoidance

ExOR
Sender Sender Implicit

predefines determines TDMA Gossip
ETX-based ETX-based mechanism

MORE
Sender None: multiple Packets Implicit

predefines forwarders RX TX No.
ETX-based allowed based based

MIXIT
Sender None: multiple Packets Implicit

predefines forwarders RX TX No.
ETX-based allowed based based

SOAR
Sender Sender Explicit

predefines determines TDMA Acks
ETX-based ETX-based based

MCExOR
Sender Sender Explicit

predefines determines TDMA Acks
ETX-based ETX-based based

overhead. A possible implementation could be that the selected forwarder broad-
casts a “StartToSend(STS)” packet to indicate the start of data transmission, in-
cluding the adopted channel usage and bit-rate. The data transmission will start
if no more messages are received within an interval after the STS. In the frame-
work, we implement this module as a broadcast function. The data transmission to
a network node will be aborted whenever the node is detected as lost by the WNIC
module.

Collision Avoidance concerns how the nodes that wish to access the wireless
medium at the same time and contend for the channel. A subsequent contention
resolution mechanism must be defined. Contention could happen in two cases: the
first case is imperfect design of the Forwarder Role Change Notification process,
which leads to duplicated transmission; the second case is when two or more nodes
want to send packets at the same time, which could result in packet collisions. To
avoid this, multiple channel access mechanisms could be applied, such as CSMA-
CA.

To show the applicability of our design, Table 4.1 presents how the represen-
tative opportunistic routing protocols can be decomposed into the four steps. In
the implementation, these four procedures are defined as virtual functions, which
just have the general interfaces with necessary data structures. Concrete routing
modules need to be created for respective protocol by extending the OppRouting-
Protocol module.

The four virtual functions are defined as following:

• candidateSelection(Src, Dst): This function returns a vector of nodes by se-
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lecting the candidate nodes as the potential relays to a given destination(Dst),
from the neighbors of a given node(Src) based on specific rules.

• forwarderSelection(HostVector): This function returns a forwarder from the
candidates set(HostVector).

• roleChangeNotification(Host): This function broadcasts a message notify-
ing the Host’s surrounding nodes about its new role. The receiving nodes
will stop competing for the channel access.

• collisionAvoidancne(): This function avoids that two nodes attend to access
the medium at the same time.

Besides the core virtual functions, there are some other common functional-
ities, which are fundamentals for most opportunistic routing protocols. The frame-
work also includes the implementation of these shared functions. Although there
might be differences for each protocol(some protocols may not explicitly include
all the four procedures), we believe that most of the protocols could be easily
adapted to use the common mechanisms provided by the framework. These com-
mon utility tasks include:

• Neighbor Discovery & Management

• Packet Broadcasting

• Packet Buffer Management

• Transmission Reliability Control

• Time Scheduling

• Node Interface Management

• ETX/EAX Calculation

Neighbor Discovery & Management: Nodes need to detect neighbors that
are physically reachable in one hop. Neighbor detection is essential for oppor-
tunistic routing because a well-designed neighbor detection mechanism acts as a
basis for forwarder selection. Neighbor management service of INETMANET is
adapted to control neighbors via periodic beacons to build the neighbor informa-
tion.

Packet Broadcasting: In almost all routing protocols, nodes have to distribute
information throughout the network. An implementation from OMNeT++/INETMANET
framework is used to provide this function.

Packet Buffer Management is another compulsory operation for nodes. Nodes
need to store received packets and do other manipulations. Potential data structures
and corresponding operations are defined inside the framework to fulfill this task.
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Transmission Reliability Control: In the simulation, the delivery of a packet
from one node to another has a pre-determined probability. OMNeT++ assigns
three parameters to each link: propagation delay, bit error rate and data rate. IN-
ETMANET includes numbers of channel propagation models, which provides a
detailed simulation basis for transmission control. The INETMANET link layer
implementation is adapted to control the packet transmission.

Time Scheduling plays a vital role in opportunistic routing, because nodes
need to schedule their transmission based on the information they observe from the
Transmission Reliability Control. An accurate time scheduling mechanism could
avoid collision.

Node Interface Management: Nodes inside the network may be equipped
with more than one physical antennas to increase the network throughput. The
management for multiple interfaces is necessary for benefiting from more antennas,
i.e., to support multichannel communication. This function is to be implemented
in the future.

ETX/EAX Calculation: Most of the “Candidate Selection” processes of the
opportunistic routing protocols are based on the same principle that the source
node pre-determines a forwarder priority list based on the estimates of the path
loss rates according to ETX/EAX value. This function is implemented to calculate
the ETX/EAX of each node pair.

4.2.3 Message Format & Data Structure

The message format is also an important issue of the OMNeT++ simulation, be-
cause it triggers the basic event handlers. In our framework, implementation of the
message format follows the C++ language structures struct, such that all the fields
could be easily manipulated. A general message structure of the opportunistic rout-
ing protocols is defined in the OppRoutingProtocol simple module, which includes
message id, source/destination node id, etc. One important composition would be
a set consisting of ranked nodes, which are selected as the candidate forwarders
based on certain metrics. We implement this as a vector container from C++ Stan-
dard Template Library(STL) libraries using C++ generic programming. Because
this will facilitate the operation of a user-defined data type according to interested
metrics, e.g., prioritize nodes according to the ETX value. Some additional data
structures are listed in the Table 4.2.

4.3 Framework Reconfigurability

To illustrate the usefulness of the framework, we first show how different oppor-
tunistic routing protocols can be decomposed into the combination of our frame-
work components in section 4.3. We take the representative opportunistic routing
protocol ExOR as an example, and examine the difficulties of integrating frame-
work components with the key data flows of ExOR.
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Table 4.2: Basic Data Structures

Data Structure Implementation Function

Packet Message
typedef struct packet Packet Format

Packet

Packet Buffer
std:list 〈Packet〉 Stores received

PacketQueue packets
typedef struct Node structure

Host Node Entry HostEntryExtendedExOR type definition from
HostEntryExtended ChannelControlExtended

Host Node
std::vector Vector of pointers to the

〈HostRefExtended〉 HostEntryExtended, stores
Entry Vector HostRefExtendedVector the pointers to nodes

We first demonstrate the usage of our framework in building the well-known
ExOR routing protocol, and show how to use the defined modules to accommodate
the main procedures of ExOR. Figure 4.2 and Figure 4.3 are the flow charts of
a source/forwarder node of ExOR protocol. The defined virtual procedures and
implemented common functionalities could be found embedded to show their roles
(presented as dashed frame).

Figure 4.2 depicts the flow chart of a source node in the ExOR routing proto-
col. Dashed frames of “ETX Calculation()”, “Neighbor Discovery()”, and “Broad-
cast Pkt()” are functionalities that are implemented by the framework. “ETX
Calculation()” provides the function of calculating ETX values of network links,
“Neighbor Discovery()” gives the information of neighboring nodes, and “Broad-
cast Pkt()” supports the data broadcast transmission with certain transmission mod-
els and delivery probability as input parameters. The black boxes of “Candidate
Selection” and “Forwarder Selection” are two procedures of ExOR, which define
how ExOR selects forwarder candidates, and how the real forwarder is selected
from the multiple candidates. Figure 4.3 depicts the flow chart of a forwarding
node in the ExOR routing protocol. Dashed frames of “Buffer Pkt()”, “Batch Map
Update/Buffer/Delete”, “Broadcast Pkt()”, and “Role Change Notification()” are
functionalities provided from the framework. Black boxes of “What to forward()”
and “When to forward()” are two specific operations, which have to be imple-
mented by the forwarding node of ExOR. As we can see, the proposed framework
components (dashed frames) can be smoothly integrated with the core operation
procedures of ExOR (candidate selection, forwarder selection, what and when to
forward a packet). This evaluates our framework from the perspectives of both
reconfigurability and expressibility.
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Figure 4.2: Flow Chart of Source Node in ExOR.

Figure 4.3: Flow Chart of Forwarder Node in ExOR.
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4.4 Framework-based Simulation Study

To show the effectiveness of the framework-based implementation, we implement
multiple opportunistic routing protocols using the framework [153]. In this section,
we present the evaluation results of the ExOR and MORE protocols using the pro-
posed simulation framework and one traditional MANETs routing protocol OLSR.
The simulation results justify scenarios where opportunistic routing may perform
better than traditional MANETs routing.

4.4.1 Simulation Description and Evaluation Metrics

All protocols are evaluated with the same stationary topology that was used in
[126], see Figure 4.4. The network consists of 12 static nodes, in which node 11
acted as the source and node 5 as the destination for all transmissions. Simulations
were run for each batch of 32 packets, and every packet is of size of 1024 bytes.
The inter-packet time equals to zero for the packets within the same batch. For
each simulation run, the warm-up phase is 200s, during which some initialization
work will be done, i.e. the calculation and distribution of ETX values. For each
combination of those parameters, 20 simulation runs are repeated to collect statis-
tics. We vary the channel transmission rate to 6 Mbps, 9 Mbps and 11 Mbps, to
see how the channel transmission rate affects performance. Detailed simulation
parameters are listed in Table 4.3.

Transmission Power 100mW
Propagation Model Path-loss reception
Number of Nodes 12
Radio Sensitivity -90dBm
Simulation Time 900s
Warm-up Phase 200s
Radio Range 25m
Network Size 120x80m
MAC Protocol inet.linklayer.ieee80211.mac
Channel Transmission Rate {6, 9, 11}Mbps
Node Density {5, 10, 17, 32, 44}

Table 4.3: Simulation parameters

The following evaluation metrics are collected to analyze the performance of
different routing protocols:

• Transmission delay was the time interval between the arrival time of the
first packet and the arrival time of the last packet within a batch.

• Throughput was measured at the destination as the ratio of the number of
packets received and the time it takes to receive these packets.
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Figure 4.4: Simulation network topology: the circles mark the transmission ranges.

• Collision was an interesting value to see how the coordination mechanism
between multiple potential forwarders performs. Also it is an indicator of
the bottleneck nodes that suffer the worst collision situation in the network.
It is calculated at the IEEE 802.11 MAC layer whenever an invalid packet is
detected.

To investigate the influences of different system parameters on the simulation
results, we elaborate the following metrics to see how they affect the protocols’
performance:

• Transmission rate to see how opportunistic routing and traditional routing
behave under different physical channel transmission rates.

• Node density to see how large the candidate forwarder set should be to make
opportunistic routing perform optimally.

• Route number to see whether the number of available paths to a destination
has an effect on protocol performance.

• Channel quality to see in which channel condition opportunistic routing
should be applied to show its benefit. We take Path Loss Alpha as the indi-
cator of the channel condition in a wireless environment. Path Loss Alpha
(α) is an indicator used to approximate signal attenuation in a wireless envi-
ronment. Its value is normally in the range of 2 to 6 (indoor), where 2 is for
a good channel, 6 is for lossy environment.
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4.4.2 Simulation Results

Channel transmission rate

The physical channel transmission rate could have significant effect on the perfor-
mance of routing protocols. To see how opportunistic and traditional routing mech-
anisms behave under different transmission rates, we vary the channel transmission
rate (megabit per second, or in short Mbps) to 6 Mbps, 9 Mbps, and 11 Mbps. The
channel is configured as medium quality (path loss alpha = 3). Figure 4.5 gives
the throughput evaluation of the three protocols OLSR, ExOR and MORE. There
is no surprise that MORE and ExOR outperform OLSR at different transmission
rate scenarios. This is an expected result since we know that opportunistic routing
achieves better throughput than traditional routing. The performance gain mainly
is twofold: First, opportunistic routing is able to exploit more packet forwarders
and inherently utilizes the broadcast nature of wireless communication. Second,
the ACK (acknowledge) redundancy introduced by the batch map of ExOR and
MORE is removed, since both protocols do not send per-packet acknowledgments.
MORE performs better than ExOR due to its support of spatial reuse, which is
prevented by ExOR. ExOR forbids multiple nodes from accessing the medium si-
multaneously, even if two transmission flows are outside the interference range of
each other.
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Figure 4.5: Throughput of MORE, ExOR and OLSR under different channel transmission
rate scenarios.

Node density

Due to the integrated network coding operation of MORE, it is difficult and un-
fair to compare it with OLSR. From this section on, we will mainly focus on the
performance comparison of ExOR and OLSR. Opportunistic routing owes its per-
formance superiority to the adoption of multiple forwarders. It is therefore intu-
itive to analyze how opportunistic routing depends on the node density, basically
the average number of neighbors per node. Node density should have significant
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influence on routing protocol performance. In general, low density may cause the
network to be disconnected and high density will increase contention, resulting in
low throughput. To see the performance of ExOR and OLSR for different node
densities, we modify the network node number from 5, 10, 17 to 32 and 44, corre-
sponding to 1, 3, 6, 8 and 12 neighbors per node on average, as shown in Figure 4.6.
The channel is fixed with path loss alpha = 3, which means a fair (medium) channel
condition. The result is shown in Figure 4.7, with default transmission rate equal
to 6 Mbps. As we can expect, ExOR performs better than OLSR in all cases.

Figure 4.6: Network topology with different node densities.

When the node density is low, the network is far from being saturated. There-
fore, OLSR throughput increases when more nodes are added. After a certain
point the network gets saturated and OLSR starts to degrade when the node num-
ber keeps increasing. This is probably due to the overhead of periodic control
traffic, i.e., Hello and Topology Control messages in OLSR. When more nodes
contend for channel access, the collision occurrence probability and interference
increase. Besides, we can find out that the increased number of forwarding nodes
has little influence on the throughput of ExOR, which means ExOR does not bene-
fit from additional relay candidates. A possible reason is that adding more nodes in
this topology will build joint paths between source and destination. To further dis-
cuss the reason of this phenomenon, we next evaluate the throughput over different
numbers of disjoint routes from source to destination to check whether opportunis-
tic routing depends on the number of available disjoint routes.
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Figure 4.7: Throughput of ExOR and OLSR at different node density.
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Figure 4.8: Throughput of ExOR and OLSR with different number of disjoint routes from
source to destination in Figure 4.9.

Number of routes

To see the effect of different numbers of disjoint routes from source to destina-
tion, we define the network in Figure 4.9. This means that we deploy three net-
work topologies using different numbers of intermediate nodes to make the source-
destination route numbers equal to 1, 3 and 5. These three topologies include only
the intermediate nodes of route 1, routes 1 & 2 & 3, and routes 1 & 2 & 3 & 4 &
5 respectively, as shown in Figure 4.9. Figure 4.8 plots the throughput of ExOR
and OLSR for different source-destination route numbers, using a default channel
transmission rate of 6 Mbps. From the plots we can see that for ExOR the through-
put is maximized when only one route is available between source and destination.
To see the possible reasons of this phenomenon, we plot the average number of
packet collisions that are encountered at different nodes within the 5-routes topol-
ogy. The results are shown in Figure 4.10, with a confidence interval of 95%. As
we can see, the 5-routes topology is a symmetric deployment of nodes. The average

90



4.4. FRAMEWORK-BASED SIMULATION STUDY

number of collisions encountered at the different nodes are distributed symmetri-
cally in most cases, i.e., node-pairs 8-13, 10-11, etc. Most collisions happen at the
nodes that are suffering the severest medium access contention, i.e., nodes 13, 8,
11 and 10, which are concurrently within the radio range of three different neigh-
bors. The high number of collisions encountered at nodes 13, 8, 11 and 10 might
be the reason for the phenomenon that ExOR performs best when only one route
is available. Nodes 13-11 and 8-10 are the bottlenecks of routes 2/4 and routes
3/5 respectively. The same explanation could be applied to the very high collision
number at node 1, which is the bottleneck of route 1.

Figure 4.9: Network topology of different number of disjoint routes from source to desti-
nation.

As we can observe, results in Figure 4.7 show that the throughput of ExOR
almost does not change with additional candidate nodes. However, Figure 4.8
reveals that network throughput drastically degrades by adding more nodes and
by providing more routes from source to destination. The explanation for this
observation might be as follows: when adding more nodes in Figure 4.6 more
joint routes from source to destination are set up and there are no bottleneck nodes
within the network. However, when introducing more nodes in Figure 4.9 to set up
more disjoint routes from source to destination, bottleneck nodes will appear, i.e.,
node 8 and 13, which will restrict the performance of the network. For example,
when the bottleneck nodes in Figure 4.9 suffer from high contention, the network
throughput degrades significantly. Therefore, more routes may increase or decrease
the throughput depending on the topology and where the bottleneck nodes reside.

Channel quality

The high loss rates in wireless networks (e.g., 20-40% as observed in several
deployments [19]) make traditional routing inefficient. To achieve better perfor-
mance, opportunistic routing exploits communication opportunities that arise by
chance due to the broadcast nature of the wireless medium. When a sender broad-
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Figure 4.10: Average number of collisions encountered at different nodes at Figure 4.9
with route number = 5.

casts its data, any node that hears the transmission may forward the data toward the
destination. Although individual nodes may experience high loss rates, as long as
there exists one forwarder that is closer to the destination and receives the transmis-
sion successfully, the date could move forward. In this way, opportunistic routing
can efficiently combine multiple weak links into a strong link. To see how op-
portunistic routing makes use of poor channels, we need to know first what is the
effect of channel quality on the performance of opportunistic and traditional rout-
ing mechanisms. To see this, the parameter of path loss alpha is varied between 2,
3, and 4.5, to represent the channels of good, medium and bad quality respectively.

We use the network topology of 17 nodes in Figure 4.6. We vary the chan-
nel transmission rate at the source between 6 Mbps, 9 Mbps, and 11 Mbps to see
the superior performance of ExOR with different channel qualities. The results
are shown in Figure 4.11 and Figure 4.12. As expected, ExOR behaves better than
OLSR in all situations of 6 Mbps, 9 Mbps and 11 Mbps. An interesting observation
is that the performance of OLSR significantly degrades when channel quality gets
worse, while ExOR shows a stable performance under different channel conditions.
The superiority of ExOR increases as the channels become worse. When the chan-
nel quality degrades, OLSR nodes suffer from an increased number of packet re-
transmissions and performance degrades, while the diversity of multiple neighbors
in ExOR will alleviate this problem to some degree. Therefore, the performance
gain of opportunistic routing will increase in a lossy wireless environment.
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Figure 4.11: Throughput of ExOR and OLSR under different transmission rate scenarios
with different channel quality(Upper: good quality with α = 2 , Middle: medium quality
with α = 3, Bottom: bad quality with α = 4.5)
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Figure 4.12: Batch transmission delay of ExOR and OLSR under different channel quality
(Upper: good quality with α = 2, Middle: medium quality with α = 3, Bottom: bad quality
with α = 4.5)
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4.5 Conclusions

In this chapter, we present our contribution of a simulation framework in the OM-
NeT++ simulator for opportunistic routing protocols. The framework can be used
to facilitate the implementation of opportunistic routing protocols. The motivation
of this work is that many opportunistic routing protocols have been proposed, how-
ever, to analyze the performance of different protocols, implementations of differ-
ent protocols have to be achieved individually. To facilitate the implementation and
evaluation of multiple protocols, we abstract the common features of the represen-
tative opportunistic routing protocols and implement them as virtual functions in
the framework. The framework decouples opportunistic routing into four general
components and abstracts them as virtual functions, which are Forwarder Can-
didate Selection, Forwarder Selection, Forwarder Role Change Notification and
Collision Avoidance. Different protocols should have specific implementations of
each phase. These four functions act as implementation stubs such that different
protocols just override them in the derived function according to their distributed
strategies.

With the proposed framework, we implemented multiple opportunistic routing
protocols to validate the effectiveness of our framework. Throughout the simula-
tion, we also justify in which situations opportunistic routing performs better than
traditional MANET routing. Thanks to the intrinsic support of node mobility, our
framework can easily be configured to test the performance of different opportunis-
tic routing protocol under dynamic environments (section 3.4.6). With the help of
the framework, the implementation of candidate list based opportunistic routing
can be done in an easy way. This significantly facilitates the performance compar-
ison between existing opportunistic routing protocols and our proposed beaconless
opportunistic routing protocols, which are described in the following chapters.
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Chapter 5

Topology and Link Quality-aware
Geographical Opportunistic Routing
Protocol (TLG)

5.1 Introduction

In this chapter, we propose TLG - Topology and Link quality-aware Geographical
opportunistic routing protocol for mobile ad-hoc networks [157]. Opportunistic
routing (OR) has been proposed to increase the performance of multihop wireless
communication. Many opportunistic routing protocols have been proposed. How-
ever, existing opportunistic routing protocols choose the next-hop forwarder based
on a predefined candidate list, which is generated using a single network metric and
the list is calculated before data transmissions. The idea of using a candidate list
is not appropriate in dynamic environments. When the network topology changes,
the priority list will be invalid. Therefore, TLG completely abandons the idea of
candidate list and allows all qualified nodes to participate in the packet forwarding
process. Additionally, unlike existing opportunistic routing, where the forwarder is
selected solely based on a single metric (link quality or distance progress), TLG si-
multaneously uses multiple network metrics such as network topology, link quality,
and geographic location to implement the coordination mechanism.

As examples of wireless ad-hoc networks, wireless sensor networks (WSNs)
[47] and wireless multimedia sensor networks (WMSNs) [26], received great at-
tentions from academic and industry communities in the past decade. Their broad
applicability and fast deployment at low cost without relying on existing network
infrastructures make them suitable solutions for a variety of applications. For ex-
ample, mobile robots or Unmanned Aerial Vehicles (UAVs) equipped with scalar
or multimedia sensors could be used to set up a multi-hop UAV ad-hoc network
(UAVNet [100]) to explore the hazardous area that rescuers cannot reach easily. A
swarm of UAVs can be sent to monitor a certain area to transmit scalar/multimedia
content to the control center, as shown in Figure 5.1. In such applications, multi-
media data provides civil authorities (e.g., rescuers or polices) more precise infor-
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mation to help them to make suitable decisions. Therefore, in these applications,
besides Quality of Service (QoS) metrics that measure the system performance
from the network’s view, Quality of Experience (QoE) metrics have to be collected
to reflect the user’s perception.

Control

Center

Figure 5.1: Ad-hoc network deployment under emergency situation

Most of the efforts in opportunistic routing have been made on the issues of
candidate selection and relay priority assignment. However, existing OR protocols
did not fully consider the unreliability of wireless transmission, and most of them
assume the connection between nodes will remain constant after the connection
has been set up. In reality, wireless links are extremely unreliable, as they often
experience significant quality fluctuations or distortions. Moreover, some oppor-
tunistic routing protocols use geographic data to select relay nodes. For example,
Dynamic Forwarding Delay (DFD)-based approaches include a dynamic delay at
each candidate before they forward the packet [35]. This delay function is inversely
proportional to the progress of each node such that the node closer to the destina-
tion has higher priority. However, due to the unreliability of wireless transmission,
the most distant node within the radio range of a sender might suffer from a bad
connection, which might lead to high packet loss in lossy environments. Many
other OR protocols have been proposed, which use different network metrics to
select packet forwarders. However, most of them solely rely on a single metric,
either link quality, or geographic location.

To address the above issues, we propose the Topology and Link quality-aware
Geographical opportunistic routing protocol (TLG). TLG takes into account differ-
ent network metrics simultaneously to make a joint routing decision. TLG uses the
idea of DFD, and it considers link quality, progress, and remaining energy when
calculating DFD. Simulations were carried out to show the benefits of consider-
ing multiple metrics during the routing process. This chapter includes both QoS
and QoE evaluations for the proposed protocol. The simulation results show that
TLG could improve QoS metrics by nearly 40% and QoE metrics by nearly 30%
compared to existing protocols that consider single metrics.
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5.2 Motivation

The research of OR mainly focuses on two issues: candidate set selection and pri-
ority assignment of candidates. The candidates have to coordinate to avoid dupli-
cated transmission. This is usually achieved by ordering the candidates according
to some criteria, such as Expected Transmission Count (ETX) [31]. In location-
aware protocols, progress is the most used metric. This leads to the fact that the
node that is closer to the destination will have a higher priority. However, the con-
cept of prioritizing a fixed list of candidates reduces the freedom of opportunism.
Additionally, the predefined candidate priority list may not hold anymore if the
wireless environment or network topology changes.

The fluctuation of wireless channels makes it difficult to route packets in a lossy
wireless environment, and the quality of the wireless channel might be affected by
many unknown factors, such as interference, fading, etc. Additionally, when nodes
become mobile, the network topology will change over time, which increases the
difficulty to transmit packets. In this situation, a topology control process is usually
needed for each node to keep their connectivity with neighbors. Most of the works
about topology control are limited to tuning the transmission radius of nodes, and
few of them analyze how the protocol should manipulate the mobility information
to improve network performance.

From the analysis presented above, we find that it is beneficial to consider mul-
tiple network metrics to make a joint routing decision in a wireless environment.
In this chapter, we present a new opportunistic routing protocol called TLG, which
selects packet forwarders according to multiple types of network context informa-
tion, such as network topology, link quality, geographical location, and energy.

5.3 Protocol Description

This section describes the Topology and Link quality-aware Geographical (TLG)
opportunistic routing algorithm. TLG borrows the concept of dynamic forwarding
delay (DFD) from BLR as the coordination mechanism among multiple packet
receivers.

However, BLR calculate the DFD timer only based on the geographic location,
such that the forwarder candidate with the largest geographic progress has its timer
expired first and retransmits the packet first. However, this timer calculation has a
drawback of choosing a node with poor link quality. Since the node with the largest
progress is more likely to be affected by wireless channel fluctuations, which leads
to transmission failures. To mitigate this problem, TLG simultaneously considers
multiple types of network parameters of link quality, geographic progress, and
remaining energy of node to compute the DFD delay function. In the following,
we describe the two key components of TLG: the calculation of DFD, and the
utilization of node mobility information to help the packet forwarding.
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5.3.1 Dynamic Forwarding Delay (DFD)

In TLG, when a source node has data to transmit, it includes the geographical infor-
mation of itself and also of the destination into the packet header and broadcasts it.
This is under the assumption that each node is carrying a GPS-like device such that
it has the location awareness. The neighboring nodes that receive the packet, first
check whether they are closer to the final destination than the last-hop. If not, they
drop the packet. Otherwise, they are considered as qualified relay candidates, and
apply a Dynamic Forwarding Delay (DFD) function to start a local timer. The idea
of using DFD as the coordination mechanism was first introduced in BLR to give a
delay before a node rebroadcasts the received packet. The node that generates the
smallest delay will retransmit the packet first. By overhearing this transmission,
other candidates stop their timer calculation or cancel the scheduled transmission
and drop the packet. Because of the transmission overheard, they could infer that
another candidate has retransmitted the same packet, and thus, they should drop
the packet to avoid duplicate transmissions. In the meantime, the re-broadcasted
packet is used as a passive acknowledgment to inform the original sender about
which neighbor is selected as the real forwarder.

After this, the sender is aware of its next-hop forwarder. Therefore, the sender
transmits subsequent packets using unicast to reduce the drawbacks introduced by
broadcasting [35]. The problem then is to get the information about how long this
unicast transmission should last. In TLG, the duration of this unicast is calculated
according to the validity time of the link between the sender and the selected relay
node. We will discuss this issue in section 5.3.2.

In TLG, we propose a new definition of the DFD calculation, which is based
on multiple metrics. We consider: progress, remaining energy, and link quality
of nodes to increase the reliability and energy-efficiency of the protocol. The new
calculation of DFD is defined according to equation (5.1):

DFD = (α× Remaining Energy + β × Link Quality

+ γ × Progress)×DFDMax
(5.1)

in which α, β, and γ are the weights of each metric and α+β+γ = 1. Depending
on the application requirements, TLG may assign different weights for different
metrics. DFDMax is the predefined maximum delay allowed at each node, which
means a node will wait maximally DFDMax amount of time before it forwards
the received packet. Link Quality, Progress, and Remaining Energy are computed
according to equations (5.2), (5.3), and (5.4), respectively.

Link Quality

Existing OR protocols do not consider the instantaneous link quality for the routing
decision. These works assume that the transmission will be successful as long as
two nodes are within the transmission range of each other. They also ignore the
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time-varying characteristics of wireless channels. They assume that the channel
quality at the moment of selecting and ranking the candidates is identical with
the moment when the packet is to be transmitted. Therefore, TLG considers the
instantaneous link quality at the moment of packet transmission to calculate the
DFD function. The calculation of the “Link Quality” part of equation (5.1) is
shown in equation (5.2).

Link quality is usually measured by means of physical layer information. For
example in wireless sensor networks, the CC2420 radio chip [131], a widely used
off-the-shelf low power radio chip, provides the Received Signal Indicator (RSSI)
and Link Quality Indicator (LQI) for each received packet. These parameters di-
rectly reflect the immediate link quality.

Link Quality Indicator (LQI) is a metric of the current quality of the received
signal. LQI gives an estimate of how easily a received signal can be demodu-
lated by accumulating the magnitude of the error between the ideal signal and the
received signal over the 64 symbols immediately following the sync word [30].
LQI is best used as a relative measurement of the link quality (a low value indi-
cates a better link than what a high value does), since the value is dependent on
the modulation format. To simplify, if the received modulation is FSK [135] or
GFSK [116], the receiver will measure the frequency of each “bit” and compare
it with the expected frequency based on the channel frequency and the deviation
and the measured frequency offset. If other modulations are used, the error of the
modulated parameter will be measured against the expected ideal value.

The received signal strength indicator (RSSI) has largely been perceived by the
wireless sensor networks community as an inadequate estimator and metric for de-
termining the link quality between connected nodes. This problem is exacerbated
by the known fact that, in indoor radio communication, the transmitted signal suf-
fers from multi-path fading due to reflection, refraction, and scattering of radio
waves by structures insides the buildings. Performance of communication is se-
riously degraded in indoor scenarios, but not much can be done to eliminate this
problem, even if the multi-path medium is well characterized and nodes model the
channel to reduce the effects of different disturbances. Earlier experimental results
have confirmed the finding by showing that while detecting good links is possible
with RSSI, estimates with imperfect links are difficult.

There are four to five “extreme cases” that can be used to illustrate how RSSI
and LQI work [132]:

• A weak signal in the presence of noise may give low RSSI and high LQI.

• A weak signal in “total” absence of noise may give low RSSI and low LQI.

• Strong noise (usually coming from an interferer) may give high RSSI and
high LQI.

• A strong signal without much noise may give high RSSI and low LQI.
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• A very strong signal that causes the receiver to saturate may give high RSSI
and high LQI.

In general, RSSI is a received signal strength indication. It does not care about
the “correctness” or the actual signal strength of the received signal, but the signal
quality often is linked to signal strength. This is because a strong signal is likely
to be less affected by noise and thus will be seen as “cleaner” or more “correct” by
the receiver. Therefore, LQI is a better option to represent the quality of a wireless
channel, and in this thesis we choose LQI as the channel quality indicator.

Link

Quality
=


LQIMax−LQIt

LQIMax
if LQIBad < LQIt < LQIGood

1 if LQIt < LQIBad

0 if LQIt > LQIGood

(5.2)

Equation (5.2) shows how the “Link Quality” is calculated, in which LQIt is
the LQI value of the link between two nodes and LQIMax is the predefined max-
imum value of LQIt. The candidate node must ensure that a minimal link qual-
ity is achieved to guarantee successful packet transmission. Therefore, based on
the parameters configured in the experiment, we classify LQIt into three ranges,
namely bad links (if LQIt < LQIBad, with LQIBad = 10), good links (if LQIt
> LQIGood, with LQIGood = 20), and average links (if LQIBad < LQIt <
LQIGood). When a node receives a packet, it will derive the LQIt for the in-
coming link (the link over which the packet is received). Depending on LQIt,
equation (5.2) returns a value for “Link Quality” as the input for equation(5.1).
For example, a node with a good link (LQIt > LQIGood) will return 0 to “Link
Quality”, which means a node with a good link will produce no input to the delay
function. A node with a bad link (LQIt < LQIBad) will produce a significant
impact on DFD.

Progress

Progress is one of the most popular metrics used in conventional MANET routing
and opportunistic routing. In this work, we also take it as an important routing
metric. However, we have a new definition of node progress, which could sig-
nificantly reduce the collision caused by concurrent transmissions from multiple
candidates. Equation (5.3) shows the definition of the progress of each node. The
node with a higher progress generates a shorter “Progress” value, which means a
small contribution to its DFD.

Progress =

{
2R−Pi
2R if DistRelay−Dest > R

0 if DistRelay−Dest < R
(5.3)

in which Pi is the progress of a node i, R is the radio range, and DistRelay−Dest is
the distance between the relay node and the destination node.
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We define progress as the sum of two segments, as shown in Figure 5.2. S
is the source, D is the destination. A and B are two possible relay nodes for S
within its transmission range. A′ and B′ are the intersection points of the circles
that are centralized at the candidate nodes A & B and line S-D. In Figure 5.2,
the progress of candidate A is composed of two parts. One part is the projection
of line S-A on line S-D, p1. Another part is the projection of line A-A′ on line
S-D, p2. Therefore, the progress of node A is PA = p1 + p2 and the progress of
node B is PB = p3 + p4. With this definition, we solve the possible collision that is
caused by two nodes of the same projection progress. For example in Figure 5.2,
candidates A and B have the same projection progress on line S-D ( p1 = p3).
With the progress definition in BLR, A and B will generate the same forwarding
delay, and this will introduce collisions since they will rebroadcast packet at the
same time. However, with the new definition of progress, even if p1 = p3, B is
closer to line S-D, and it has a larger progress than A (PB = p3 + p4 > PA = p1
+ p2). Therefore, in this case, S can reach D via B with only one hop, and this can
not be achieved if S chooses A as next hop.

A’

d

S

D
p1 p2

B

B’

A

R

R

E

R

p3 p4

Figure 5.2: Candidate progress

Energy

Energy is another important issue in wireless ad-hoc networks due to the fact that
wireless nodes are usually battery-powered and energy resources are scarce. In
mobile ad-hoc networks, mobile nodes, such as UAVs, have very limited energy
resources and they spend most energy for moving and hovering. Thus, energy
should be considered for routing decision to provide energy-efficiency. In mobile
sensor networks, energy is a more critical issue, since the limited size makes strict
constraints on on-board battery. Equation (5.4) defines the energy part of the DFD
function. A node with high remaining energy (Er) generates small “Remaining
Energy” value, which means a small contribution to the DFD. Therefore, a node
with more remaining energy is more preferable.

Remaining Energy =

{
E0−Er

E0
if Er > EMin

1 if ER < EMin

(5.4)
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in whichE0 andEr are initial and remaining energy of each node, respectively. In a
mobile scenario, such as an UAV ad-hoc network (UAVNet [100]), a UAV can only
be selected as a forwarder if: (i) it has enough energy (EMin1) to transmit packets
during the validity time of a link with a sender; and (ii) after the link validity time,
the node still has enough energy (EMin2) to return back to the base station. This
means, in equation (5.4),Emin is composed of two parts: Emin = EMin1+EMin2 ,
and usually EMin2 dominates because movements cost more energy than packet
transmission for mobile nodes.

5.3.2 Link Validity Time Estimation

Even if UAVNet is an example of wireless ad-hoc networks, the mobility of UAVs
is not random. Instead, the movements of UAVs should be controlled and fol-
low certain steering rules. Considering these non-random mobility characteristics,
UAVNet performs special movement behaviors. In this context, our algorithm in-
cludes the estimation of the validity time of a link between two connected UAVs,
and this information will be used in the routing decision. After a node has been
selected as the relay node for a sender, the sender will finish the transmission of
subsequent packets using unicast to that node. Therefore, the duration of this uni-
cast transmission needs to be determined beforehand. A Link Validity Estimation
(LIVE) protocol will run at every node to estimate the validity time (TLV ) of each
link with its 1-hop neighbors. This value will be used to decide how long the uni-
cast transmission will last. When this link validity time expires, the sender will
start another broadcast process to find a better forwarding node.

Figure 5.3: Link validity estimation calculation

Let us assume that every node knows its moving direction and speed. Using
the information collected from the neighbors (position and mobility information),
every node can calculate the distances to neighbors and this will enable it to predict
the validity time of each link with neighbors. As shown in Figure 5.3, suppose that
two nodes A and B are flying with speed Va, Vb and direction θa , θb. Given the
initial location of A (XA,YA) and B(XB ,YB), A and B can easily calculate the
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link validity time (TLV ) of the link between them using the following equation:

[(XB + Vb × cos θb × TLV )− (XA + Va × cos θa × TLV )]2

+[(YA + Va × sin θa × TLV )− (YB + Vb × sin θb × TLV )]2

= RadioRadius2
(5.5)

5.4 Performance Evaluation

5.4.1 Simulation Description and Evaluation Metrics

In this section, we evaluate the performance of TLG through OMNeT++ simula-
tions by using the framework proposed in [118] [152]. We perform the experiments
using both scalar data and multimedia data (source nodes generate scalar data and
multimedia data) separately to evaluate our protocol based on both QoS and QoE
metrics. Since in certain applications, QoS metrics alone can not reflect the user’s
perception, we configure the source nodes to transmit also the multimedia data
and collect the QoE metrics to capture the subjective aspects associated with the
humans’ experience.

In both simulations, 31 nodes are randomly placed over a flat area, where the
simulation runs for 300 s. The source node generates constant bit rate (CBR) UDP
packets and video sequences in two experiments. We use the CSMA implementa-
tion from Castalia simulation framework [33] as the MAC protocol. The physical
parameters of the antenna, such as transmission power, antenna gain, and receiver
sensitivity are set to obtain a nominal transmission range of around 11 m. The re-
sults are averaged over 20 simulation runs with different random-generated seeds
to provide a confidence interval of 95% (vertical bars in the figures). It is important
to highlight that we focus on the new formula to calculate DFD in this work, and
thus we assume the link validity time between nodes are fixed and assign a constant
value for TLV . Table 5.1 shows the simulation parameters.

Table 5.1: Simulation parameters

Parameter Value Parameter Value
Field Size 40 × 40 m Radio model CC2420
BS location (38,38) Video sequence Hall

Source location (5, 5) Frame rate 26 fps
Node deployment Uniform Video encoding H.264
UDP source rate 2 Pkt/s Video format QCIF (176×144)

Transmission power -10 dBm TLV 4 s
Path loss model Lognormal DFDmax 0.1 s

To prove that TLG achieves the best performance only when multiple metrics
are considered, we give a detailed study on the impact of different coefficients
(α, β, γ) in the DFD formula (5.1). A large coefficient value in equation (5.1)
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Table 5.2: Combinations of coefficients in equation (5.1)

Combination # α (Energy) β (Link Quality) γ (Progress)
1 0 0 1
2 0.1 0.05 0.85
3 0.1 0.1 0.8
4 0.1 0.15 0.75
5 0.1 0.2 0.7
6 0.1 0.25 0.65
7 0.1 0.3 0.6
8 0.1 0.35 0.55
9 0.1 0.4 0.5
10 0.1 0.45 0.45
11 0.1 0.5 0.4
12 0.1 0.55 0.35
13 0.1 0.6 0.3
14 0.1 0.65 0.25
15 0.1 0.7 0.2
16 0.1 0.75 0.15
17 0.1 0.8 0.1
18 0.1 0.85 0.05

means the corresponding metric is of more importance when calculating the for-
warding delay function.

We define 18 combinations with different values of α (energy), β (link qual-
ity), γ (geographic progress) to show the importance to consider multiple metrics.
Table 5.2 shows the values of each combination. For example, combination #1
assigns coefficients α = 0, β = 0, and γ = 1, which means the DFD calculation
using this coefficient combination just consider the geographic progress of node,
ignoring energy and link quality. Combination #10 assigns coefficients α = 0.1, β
= 0.45, and γ = 0.45, which means that the DFD calculation using this coefficient
combination treats the importance of link quality and progress equally. To show
the superiority of TLG over the routing protocols that consider a single metric, we
compare the performance of TLG with the well-known GPSR and BLR protocols.

We use the Packet Delivery Ratio (PDR) and goodput as QoS metrics when
the source generates scalar data, and two well-known objective QoE metrics, i.e.
Structural Similarity (SSIM) and Video Quality Metric (VQM) when multimedia
data is produced from the source. SSIM measures the structural distortion of the
video. SSIM has values ranging from 0 to 1, and a higher value means better video
quality. VQM measures the “perception damage” of video experienced, and a value
closer to 0 means a video with a better quality.
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5.4.2 Simulation Results with Scalar Data Transmission

First, we analyze the performance of TLG when the source node sends UDP pack-
ets with a constant packet rate of 2 packets/s. PDR and goodput are measured at the
destination. Results are shown in Figure 5.4. We can observe that combination #1
has the worst performance of PDR and goodput. This is because combination #1
gives all the weights to progress and therefore ignores link quality and energy (α
= β = 0, γ = 1). This means that a node considers only progress when calculating
the DFD function. Therefore, a node always chooses the neighbor that is closest
to the destination as next hop. However, the most distant neighbor has the highest
probability of suffering from a bad channel quality and thus leads to higher packet
loss rate. Therefore, packet delivery ratio and goodput of combination #1 are the
worst.

Combinations #2 to #18 have identical coefficients for energy (α = 0.1) since
energy is not a vital metric in our experiments, and they differ in the weights for
link quality (β) and progress (γ). We can find out that the combination #18, which
gives more importance for link quality, has also a bad performance. This is be-
cause it gives severely unbalanced weights to progress and link quality (β = 0.85,
γ = 0.05). This coefficient combination means that a node will always choose the
neighbor with the best channel quality as next hop, which is the closest neigh-
bor. However, this behavior might encounter the problem that all nodes make short
progress at each hop by choosing the closest neighbor, even if there might be more
distant neighbors that successfully receive the packets. This means that a packet
will need more hops to reach the destination and a longer delay will occur in a
sparse environment. Another reason for the bad performance of combination #18
is that, during the unicast transmission phase to the selected forwarder, there will
be higher interference introduced by the closer nodes. On the other hand, combi-
nations #2 to #18 perform better than combination #1. This is because they have
different weights for link quality and progress. Then, by tuning the coefficients
for link quality and progress, TLG can achieve the best trade-off between large
progress and good link quality.

We can also observe that the combinations that assign fairly balanced weights
to progress and link quality perform better, i.e., combinations #7 to #14. This
is because under these situations, TLG will make a joint fair consideration of link
quality, distance progress and remaining energy when calculating DFD with no
preference to any factor. This could avoid the occurrence of the bad situations, such
as choosing the most distant neighbor, which has a poor link quality, or choosing
the nearest neighbor with small progress. The best performance is achieved for
combination #13, which can improve the performance of PDR and goodput by
nearly 50% against the worst combination #1.

However, it is interesting to notice that the best performance is not achieved
by the combination with the most balanced coefficients for progress and link qual-
ity, which is combination #10 (β = γ = 0.45). Instead, combinations with slight
imbalance between progress and link quality, such as #13,#7,#8,#14, produce
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Figure 5.4: PDR and Goodput of different coefficient combinations

the best performance (from the perspective of PDR and throughput). A deep in-
vestigation into the coefficients of those combinations can reveal the fact that if a
node wants to achieve the best performance, it has to give certain preference to one
of the competing factors. If all the competing factors have the same weight, such
as combination #10 (β = γ = 0.45), then the best performance can not be reached.
This may be because with a balanced coefficients for progress and link quality, the
packet forwarding progress at each hop can not be maximized. This will lead to a
lower PDR result. However, the coefficient imbalance must not be too large, oth-
erwise the performance will degrade significantly, as for #1,#2,#3,#4,#18.
Therefore, depending on the application requirements, users could assign differ-
ent priorities to progress, link quality, or remaining energy, to give a controlled
preference to the interested factor.

To show that TLG outperforms existing approaches that consider single met-
rics, we compare TLG with the well-known GPSR and BLR protocols. The imple-
mentations of GPSR and BLR use a default beacon interval of 4 s, which equals
to TLV . The greedy mode of BLR is implemented such that a node can always
find relay candidates. Figure 5.5 shows the PDR and goodput of three protocols
when the source generates UDP packets. We choose only the worst (#1) and
the best (#13) coefficient combinations of TLG to show its advantage. TLG per-
forms much better than GPSR, which can deliver only 20% of the packets. This
is because GPSR greedily chooses the neighbor that is closest to the destination
as next hop. However, the furthest neighbor has the highest probability to suffer
from a bad connection with the packet sender, which leads to packet loss. The non
fully-covered network might be another reason for GPSR’s bad performance. BLR
performs better than GPSR, because it does neither have to discover and maintain
routes nor to maintain a neighbor table that may be outdated and inconsistent. We
can also see that BLR is better than the worst case (#1) of TLG, this may be be-
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cause BLR defines a “forwarding area” such that only the nodes within the region
are the candidates. In TLG, any nodes that are closer to the destination could be the
candidates, which increases the coordination overhead and thus reduces the perfor-
mance. However, BLR is still worse than the best case of TLG (#13), since it uses
only progress to compute DFD.
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Figure 5.5: PDR and goodput of three protocols

5.4.3 Simulation Results with Video Transmission

In some applications, multimedia data can give the end-user a better understanding
of what is happening in the monitored area. Therefore, in this section, we configure
the source node to transmit multimedia data and the performance of different pro-
tocols are evaluated from the user’s perspective via objective QoE metrics. Same
as before, we compare TLG to GPSR and BLR using video data. The Hall video
sequence [62] was chosen as the video source and it uses the QCIF format [43] with
H.264 encoding technique [60]. Details of the video transmission can be found in
Table 5.1.

Figure 5.6 shows the SSIM and VQM of GPSR, BLR, and TLG (only the worst
and the best cases of combination #1 and #13). We find that TLG outperforms
GPSR and BLR, by nearly 30% in the best case. This is because TLG simulta-
neously considers geographic progress and link quality to calculate DFD at each
hop. This enables the packet sender to always select a node with good balance of
distance advancement and reception link quality as packet forwarder. A node with
only good distance advancement while undergoing a very bad link quality will not
chosen. For multimedia transmission, it is more essential to pick up a node with
good link quality as forwarder, since multimedia data is more prone to channel
quality variation, and a slight link variation might cause significant visual fluctua-
tion at the end-user side. Therefore, TLG enables the transmission of video content
with QoE level assurance from a user’s perspective.
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Figure 5.6: SSIM and VQM of three protocols

5.5 Conclusions

In this chapter, we proposed a new opportunistic routing protocol called TLG:
Topology and Link quality-aware Geographical opportunistic routing protocol for
wireless mobile ad hoc networks. TLG uses the concept of DFD to coordinate
multiple receivers of a packet and each qualified receiver applies a forwarding de-
lay timer before it rebroadcasts the received packets. The node with the smallest
delay will rebroadcast the packet first and it will be selected as the forwarder. The
calculation of this delay timer at each node is based on multiple types of network
metrics, such as remaining energy, link quality, and progress. To validate the per-
formance of our proposal, we evaluated TLG using both scalar and video data.
QoS and QoE measurements are collected respectively to analyze protocol perfor-
mance. The simulation results show that TLG achieves the best performance when
multiple metrics are used to calculate DFD, and it could improve QoS metrics by
nearly 40% and QoE metrics by nearly 30% compared to other routing protocols
that consider single metrics.
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Chapter 6

Context-aware Adaptive
Opportunistic Routing Protocol
(CAOR)

6.1 Introduction

In this chapter, we further extend our previous work of an opportunistic routing
protocol TLG, which considers topology, link quality, and geographic information
to choose packet forwarders. In this chapter, we propose a generalized concept
of context-aware opportunistic routing, which is able to take any types of context
information into account as far as the context is beneficial to the routing decision.
Our proposal enables the protocol to add or remove context information according
to different application requirements, and leave the choice of context to the appli-
cations. Additionally, our protocol supports the run-time adjustment of the param-
eters of multiple context according to their instantaneous values. This enables the
protocol to adapt its behavior according to the latest situations of the network.

Our protocol CAOR - Context-aware Adaptive Opportunistic Routing [154]
[151] chooses packet forwarders by simultaneously exploiting multiple types of
cross-layer context information, and the choice of the context is left to the ap-
plication requirement. Different application scenarios change their preferences of
context to meet their specific requirements. In the current implementation, CAOR
chooses link quality, geographic progress, residual energy, and relative node mo-
bility as the interested context. With the help of the Analytic Hierarchy Process
(AHP) theory, CAOR is able to adjust the weights of context information based on
their instantaneous values to adapt the protocol behavior at run-time. Moreover,
CAOR uses an active suppression mechanism to reduce packet duplication, which
might be a serious issue in beaconless routing. To validate the performance of
CAOR, we perform different types of simulation and evaluation results show that
CAOR can provide efficient routing in highly mobile environments. Additionally,
the adaptivity feature of CAOR is verified.
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6.2 Motivation

Context of an identity is the describing information of the entity itself and its envi-
ronment. In communication networks, context can be, e.g. location, energy level,
connectivity, etc. If the network is dynamic, the context can vary dynamically, for
example due to node mobility or wireless link quality variation in multihop wire-
less communication networks. Context-based routing enables network nodes to
make routing decisions according to the context values. Existing works on context-
aware routing are limited to the consideration of energy (energy-aware routing) or
location (geographic routing). The routing concept proposed in this chapter takes
several types of context into account simultaneously. Therefore, the route selec-
tion depends on multiple parameters and requires finding a local optimum solution
based on the current context values and the current route decision preferences. This
means that parameters have to be combined into a multi-dimensional cost func-
tion. This cost function is applied to the route/forwarder selection process, using
network-specific context criteria.

The feature of adaptivity to varying situations is important in dynamic environ-
ments. When multiple types of metrics are considered to choose packet forwarders,
the weights assigned to different metrics play an important role and have signifi-
cant impacts on routing results. Therefore, the weights of different routing metrics
should be controlled adaptively according to their real-time values. For example,
energy is an critical factor in WSN and its protocol design. If a node has detected
that its residual energy is below a certain threshold value, it should respond ac-
tively to avoid further energy consumption. To do this, it could increase the weight
of energy, such that energy plays a more important role in the forwarder selection
process. However, most of the existing works on context-aware routing just show
the importance of being adaptive, without the support of adaptivity at run-time.
Adaptive applications usually require a selection or decision making from certain
alternatives. Therefore, a decision-making algorithm is needed to provide adaptiv-
ity. The Analytic Hierarchy Process (AHP) theory [123] is a multi-criteria based
decision-making algorithm that considers different options, and it has been applied
for the calculation of combined metrics [25]. Therefore, in this work, we apply
AHP as the decision-making solution to adaptively adjust the weights of different
context information.

Coordination among multiple packet forwarding candidates is important to
avoid duplicates in opportunistic routing. BLR and TLG implement the coordi-
nation mechanism through a timer, such that when a node has its timer expired,
it retransmits the packet. Other candidates cancel their timers when overhearing
the retransmission, such that only one candidate will actually forward the packet.
However, if other candidates do not overhear the retransmission due to some rea-
sons, such as channel fluctuation or interference, they will retransmit the same
packet, which leads to duplicates. Therefore, an efficient coordination mechanism
is needed in beaconless routing approach.
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6.3 Protocol Description

In this section, we present the design of our proposal of the context-aware adaptive
opportunistic routing (CAOR). Compared to the our previous protocol contribu-
tion, which is a topology and link quality-aware geographic opportunistic routing
protocol (TLG), CAOR has the following five new features:

• A DFD-based forwarder selection mechanism, which takes into account gen-
eral context information.

• A multiplicative calculation of DFD, which avoids possible problems of us-
ing an additive function.

• Incorporating relative node mobility to choose packet forwarders.

• The exploration of AHP to dynamically adapt the weights of context infor-
mation according to their real-time values to modify protocol behaviors.

• A lightweight active suppression mechanism to reduce duplicate transmis-
sions.

6.3.1 Context Information

Context refers to any information that can be used to characterize the attributes of
an entity. In the scope of this work, context means any information with impact on
routing and they could be classified into three types: local, link, and global con-
text. Local context includes local attributes of nodes such as location, mobility and
residual energy. Link context includes various properties associated with wireless
links such as quality and bandwidth. Global context includes attributes of networks
such as topology and traffic load. Existing solutions integrated few of these context
information with fixed parameter values and thus are not able to cope with varying
network conditions. Context-awareness implies that an entity performs actions by
considering the context information of itself and its neighborhood. When referring
to packet routing in mobile ad-hoc networks, context-aware routing means that the
routing decision is made by utilizing the context information described above.

6.3.2 Dynamic Forwarding Delay (DFD)

We assume that in CAOR each node is aware of its location via a GPS device or an-
other location service. Whenever a source wants to send a packet, it broadcasts it,
including the location of itself and the destination. Due to their location-awareness,
nodes that receive the packet check whether they are closer to the destination or
not. If yes, they are qualified and use the same idea of Dynamic Forwarding De-
lay (DFD) (section 5.3.1 in TLG) to start a timer before rebroadcasting the packet.
Multiple neighbors compute and initiate their DFD simultaneously, and the one
with the shortest DFD wins the competition and retransmits the packet first. By
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overhearing the retransmission, other candidates stop their timers and drop the
packet. The retransmission is also used as a passive acknowledgment to inform
the source about the winner of the competition such that it can send subsequent
packets using unicast.

CAOR leaves the decision of which context information to be included in the
routing process as an open choice, such that any context can be added into the
DFD calculation as far as it has impact on routing decisions. The context infor-
mation of a node is defined as (x1, x2, ..., xn). Currently CAOR incorporates four
types of context information: x1 = Link Quality, x2 = Progress, x3 = Remaining
Energy, and x4 = Link Validity Duration to choose forwarders. Depending on the
applications, additional context may be added. For example, buffer information
is critical for multimedia applications and thus should be included. An additive
function is not a good option for combining context: even if one criterion has a
very bad value, which should make the candidate undesirable, this may be com-
pensated by good values of the other criteria as long as all context information are
accumulated. Instead, a multiplicative operation is immune to this problem, since
an unacceptable value of any context can simply map the whole function into a
bad result. Therefore, CAOR uses a multiplicative combination of the four types
of context information to define the DFD, as shown in Eq. (6.1):

DFD(x1, x2, ..., xn) = DFDMax ×
n∏

i=1

w(xi) ·DFD(xi) (6.1)

DFD(xi) is the i-th component of DFD related to context xi andDFD(xi) <
1. w(xi) is the weight factor of that context and

∑n
i=1w(xi) = 1. The weight

w(xi) is a function of xi, which means that CAOR determines the weights of dif-
ferent types of context information according to their values. DFDMax is the
predefined maximum delay allowed at each node. Details of the DFD components
are presented in Eq. (6.2) - (6.4). Since exponentially distributed random timers
can reduce the number of responses, which leads to a lower feedback latency and
better feedback suppression than others, we define different DFD components us-
ing exponential distribution [66].

Link Quality

Compared to the definition of link quality in TLG (section 5.3.1), CAOR uses an
exponential distribution to calculate link quality. The calculation ofDFD(link quality)
is shown in Eq. (6.2). The link quality is usually measured at the physical layer.
For example on sensor nodes, the CC2420 radio chip measures the physical layer
information and provides the Received Signal Strength Indicator (RSSI) and Link
Quality Indicator (LQI) for each received packet. These parameters directly reflect
the immediate link quality. In our study, we use LQI as the indicator of link quality
between two nodes. The threshold values of different parameters in Eq. (6.2) are
identical with that in Eq. (5.2).
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DFD(x1) ∼ DFD(link quality) =

√
e− e(

LQIt
LQIMax

)

e− 1
(6.2)

Progress

Eq. (6.3) defines how DFD(progress) in Eq. (6.1) is calculated. Compared to the
calculation of progress in TLG (Eq. 5.3), CAOR uses an exponential distribution.

DFD(x2) ∼ DFD(progress) =

√
e− e(

Pi
2R

)

e− 1
(6.3)

in which Pi is the progress of node i, and R is the radio range. The definition of
progress is identical with that of TLG, which can be found in section 5.3.1.

Link Validity Time Estimation

Geographic routing selects forwarders solely based on the position information of
nodes. However, in the presence of node mobility, if only position information
is used, it is possible to miss some good candidates due to mobility. Some mobile
nodes, whose current locations are not preferable, might move to new locations and
have the potential of being better forwarders. Therefore, node mobility informa-
tion (moving direction and speed) should also be included in the design of routing
protocol to further improve system performance.

To make use of the mobility information, CAOR exploits the relative move-
ment between two mobile nodes. CAOR prefers nodes with promising movement
tendency, even if their current locations are not favorable. As shown in Figure 6.1,
A should take C as a relay, since C is moving towards D and it can bring the pack-
ets closer to D, even if B has a more favorable location at this moment. Without
considering the relative mobility, A will take B as its next-hop due to its location
advantage, even though B will bring the packet further away from the destination.

Figure 6.1: Inefficient packet relays without mobility relevance
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In order to achieve the proper utilization of relative mobility, a node has to
notify its neighbors about its location whenever it initiates a packet transmission.
If a source wants to send a packet, it adds its location and mobility (speed and
direction) into the header and broadcasts it. After receiving a broadcast, if a node is
qualified, it starts a link validity estimation (LIVE) process to estimate the validity
period of that link. DFD(LIVE) is defined in (6.4), where θ is the angle between
a node’s moving direction and the line connecting the destination and itself (as
shown in Figure 6.1). θ = 0 means that the node is moving exactly towards the
destination, which should lead to the shortest delay; while θ = 180 means the node
is moving towards the opposite direction of the destination, which will generate
the longest delay. TLV is how long the link is expected to hold, and is calculated
according to (6.5). For example in Figure 5.3, if nodes A and B are moving with
(speed Va, direction ωa) and (speed Vb, direction ωb), given their initial location of
(XA,YA) and (XB ,YB), they can compute the validity period of the link connecting
them.

DFD(x4) ∼ DFD(LIVE) =
1√

e−e(
θ

180 )

e−1 × TLV

(6.4)

[(XB + Vb · cosωb · TLV )− (XA + Va · cosωa · TLV )]2

+[(YA + Va · sinωa · TLV )− (YB + Vb · sinωb · TLV )]2 = R2 (6.5)

After the packet transmission, the source should also know the value of the
“LIVE” of this link such that it can unicast subsequent packets within the validity
period of this link. When this link validity time expires, the source will start another
broadcast process to search for another forwarder. If either end of the link changes
its mobility before the expiration of the calculated TLV , that node has to inform this
to the other by piggybacking its movement data in the packet header and broadcast
the packet. In this way, the other node of the link is aware of the fact the link will
be broken and it should update the validity time of that link timely. If the other
node is the packet sender, then it should stop unicast transmission and start a new
forwarder selection process. It is important to make sure that the notification of
the link breakage notification is received by the other side of the link. Otherwise
it might happen that the source node of a data transmission is not aware of the
leaving of the endpoint of the link, and it keeps sending unicast packets. However,
the receiver has left the communication and all the packets will be lost since the
leaving of the receiver.

Energy

Eq. (6.6) defines the energy part of the DFD function. A node with a high remain-
ing energy value (Er) generates a small DFD(remaining energy) value, which
means a small contribution to the DFD. Compared to the calculation of energy in
TLG (Eq. 5.4), CAOR uses an exponential distribution.
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DFD(x3) ∼ DFD(remaining energy) =

√
e− e(

Er
E0

)

e− 1
(6.6)

The threshold values of different parameters in Eq. (6.6) are identical with that
in Eq. (5.4).

6.3.3 Run-time Self-adaption of Context Weight by AHP

When multiple types of context information are integrated, the assignment of the
weights of different context information will significantly affect the performance
of the protocol. The weights of various context information should depend on their
values. This is because a fixed assignment of weights only reflects the relative
importance of context information and fails to consider the real-time values of the
context. For example in battery sensitive applications, a fast drop in battery level
indicates the imminent exhaustion of energy, thus the protocol should prevent the
node from packet forwarding by reducing the weight of battery to save energy.
Besides, some context information have conflicting objectives, for example link
quality and progress. A good value of link quality indicates short progress, which
conflicts with a good value of progress. Optimizing all context information simul-
taneously is not possible. We must trade off the achievement of one objective (i.e.,
the optimization of one context) against another one. In this context, the problem of
determining the weights of different context can be regarded as a decision-making
problem, which should be solved by some decision-making approaches. In this
work, CAOR applies the Analytic Hierarchy Process (AHP) theory [123] to adapt
the context weights according to their values.

In the context of this work, CAOR uses AHP and resolves the problem of
context weight assignment into the sub-problem of comparing the importance of
each context-pair. CAOR takes the real-time values of the four interested context,
namely Progress (PG), Link Quality (LQ), Residual Energy (RE), and Link Validity
(LV), as inputs, and applies the AHP theory to generate the weights of four criteria.
An AHP hierarchy for next-hop selection is shown in Figure 6.2, and it has three
steps:

Figure 6.2: AHP hierarchy for next-hop selection in CAOR
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Table 6.1: Pairwise context importance

cij Importance relation
3 i is much more important than j
2 i is more important than j
1 i is as important as j
1/2 i is less important than j
1/3 i is much less important than j

(1) Construct a Comparison Matrix

A comparison matrix shows the pairwise relative importance between every two
context types. As shown in Eq. (6.7), A = (cij)n×n is a comparison matrix, where
n denotes the number of elements to be compared. The value of cij shows how
important the i-th element is compared to the j-th element. Table 6.1 defines five
importance levels.

A = (cij)n×n =


c11 c12 · · · c1n
c21 c22 · · · c2n

...
...

. . .
...

cn1 cn2 · · · cnn

 (6.7)

In CAOR, every candidate constructs its own comparison matrix by comparing
the importance of all context-pairs according to their instantaneous values. We
define certain thresholds for each context to divide its value into three category
ranges (the first range means poor, the second range means intermediate, and the
third ranges means good), as shown in Table 6.2. Then, the importance comparison
of two contexts is based on the ranges in which the context values are. In general,
context i is more important than context j if its value is in a more critical range.
For instance, context i has a value in the first category range, and context j has a
value in the third category range, then context i is in a much more critical range
and the importance between i and j is 3. As a concrete example, after a successful
packet reception, if a candidate derives that for the received packet, its current
context value ranges are: link quality ∈ (LQIgood, LQImax), progress ∈ (0, 2

3R),
remaining energy ∈ (13E0,

2
3E0), and LIVE ∈ (0, 3), then according to Table 6.1,

its comparison matrix can be constructed, as shown in Eq. (6.8).

(2) Calculate the Weight Vector

With the comparison matrixA = (cij)4×4 generated, the next step is to calculate its
eigenvalue equation, namelyAW = λmaxW , whereW is a non-zero vector called
eigenvector, and λmax is a scalar called eigenvalue. By solving the eigenvalue
equation, we derive the eigenvector W , which is also the weight vector of the
context information (according to the eigenvalue method (EM) included in [123]).
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Table 6.2: Threshold definition of context information

Context Ranges
Link Quality (LQ) (0, LQIbad)(LQIbad, LQIgood) (LQIgood, LQImax)

Progress (PG) (0, 23R)(23R,
4
3R)(43R, 2R)

Residual Energy (RE) (0, 13E0)(13E0,
2
3E0)(23E0, E0)

LIVE (LV) (0, 3)(3, 5)(5,∼)

Based on the comparison matrix of (6.8), its weight vector can be derived as W =
(0.351, 0.109, 0.189, 0.351)T .

A = (cij)4×4 =


PG LQ RE LV

PG 1 3 2 1
LQ 1/3 1 1/2 1/3
RE 1/2 2 1 1/2
LV 1 3 2 1

 (6.8)

(3) Check for Consistency

If comparison matrix A satisfies two rules: 1) cij = 1
cji

; 2) cik · ckj = cij , then the
matrix is a consistency matrix, and the derived weight vector is correct. However,
due to the deviations during the construction of the comparison matrix, it is usually
not perfectly consistent. Therefore, a standard consistency check and adjustment
process should be made to revise the comparison matrix into a consistent one. AHP
uses a consistency ratio (CR) to represent the deviation produced when construct-
ing the comparison matrix. CR is defined as the ratio of consistency index (CI) to
random index (RI), which is defined in Table 6.3. CI can be achieved by Eq. (6.9).

Table 6.3: Random index (RI)

n 1 2 3 4 5 6 7 8 9 10
RI 0 0 0.58 0.96 1.12 1.24 1.32 1.41 1.45 1.49

CI =
λmax − n
n− 1

(6.9)

where λmax is the eigenvalue of the constructed comparison matrix and n is the
number of elements to be compared. Therefore, if CI = 0, then the constructed
comparison matrix is a consistent one; otherwise it is not. When CR = CI/RI ≤
0.1, then the inconsistency of the constructed comparison matrix is acceptable.
Otherwise, the pairwise comparison should be adjusted until matrix A satisfies the
consistency check.

Following the process of consistency checks, we can find out that the compar-
ison matrix A in Eq.(6.8) has CI = 0.00333 and CR = 0.003472 ≤ 0.1. There-
fore, the inconsistency of the constructed pairwise comparison matrix is accept-
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able. When the consistency check is passed, the generated context weights are
validated.

6.3.4 Reducing Packet Duplicates

Packet duplication can be a serious problem of beacon-less routing. This is be-
cause in beacon-less routing, there is no centralized coordinator to indicate explic-
itly which receiver will be the only forwarder of a packet. Multiple receivers may
attempt to forward the packets at the same time due to the hidden terminal problem.
For example, if a source node broadcasts a packet, node A and B both receive it
and they will compete to be the forwarder. They will start the calculations of their
DFD, and the node with a short delay timer will broadcast the received packet first
(assume it is node B). However, this broadcast may be not successfully received
by node A (either because they are not in the radio range of each other or because
the connection between them is interrupted by unknown interference). In this case,
node A will regard itself as the only candidate and will also broadcast the same
packet, which creates duplicates. For wireless sensor networks, where resources
and bandwidth are both scarce, duplicates should be controlled strictly to improve
system performance. To achieve this goal, CAOR applies two mechanisms to re-
duce duplicates.

Reducing Duplicates at Intermediate Nodes

When an intermediate node wants to forward a carried packet, it applies a three-
way handshake to find the relay. Unlike the Request-To-Send (RTS)/Clear-To-Send
(CTS) mechanism in IEEE 802.11 MAC, a CAOR source broadcasts a data packet
as an implicit RTS and waits for responses from candidates. Using a data packet as
implicit RTS message has another advantage. In lossy wireless environments, the
packet size usually has a direct relationship with the error probability. Concretely,
bigger packets have less probability of being received than smaller ones. Based on
this observation, discovering the neighborhood using one small control packet may
cause a routing protocol to select a next-hop which is not able to receive the bigger
data packet. Therefore, CAOR uses normal data packets as implicit RTS control
messages instead of using specific small-size control packets.

After receiving a data packet, qualified neighbors start their DFD calcula-
tion individually. When the DFD timer expires, instead of re-broadcasting the
data packet immediately, a candidate first broadcasts a Clear-To-Broadcast (CTB)
packet that contains its location to notify the source node about its existence. A
candidate cancels its timer if it receives a CTB packet from another candidate.
Since CAOR does not use any “forwarding area”, a candidate may not receive the
CTB packet from another one, if they are not within the radio range of each other
or if the interference interrupts the packet transmission. As shown in Figure 6.3,
node 2 and node 3 can not overhear the CTB packet of each other. When the source
successfully receives the first CTB packet, it selects the candidate, from which the
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Figure 6.3: CAOR handshake

CTB packet comes, as its next-hop to send the subsequent packets using unicast. To
avoid duplicates, the source node ignores further CTB packets that arrive later. Af-
ter receiving the unicast transmission, each candidate can infer whether it has been
selected as the forwarder or not by checking whether itself is the target receiver
of the unicast transmission. If a node finds out that the unicast is not for itself, it
can infer that another node has won the competition, and it drops the packet. If a
node detects that the unicast is for itself, then it means itself has won the candidate
selection before and it is the forwarder now. In this case, it will send an acknowl-
edgment and repeat the whole process. This unicast transmission is kept until the
moment when a unicast acknowledgment is not received by the source node. In this
case, the source node believes that the link with the selected forwarder is invalid
anymore. Therefore, the source node stops the unicast transmission, and repeats
the broadcast procedure to find new packet forwarders.

Reducing Duplicates at the Destination

When receiving a packet for the first time, the destination should notify its neigh-
bors by broadcasting a message including the sequence number of the received
packet. Neighbors that still hold the packet check if this broadcast comes from
the destination: if yes, then they cancel the timer and delete the packet; if not, the
timers continue to count off. For nodes that do not have that packet, the received
broadcast message is simply dropped, if it comes from the destination; otherwise,
a timer is triggered.

6.3.5 Overhead of Context Awareness and the AHP Operation

CAOR utilizes various types of context information. These contexts are required
locally (node’s residual energy and geographic progress) or derived from the re-
ceived broadcast packets (link quality and node mobility), which means CAOR
has no additional communication overheads. Meanwhile, computation and storage
costs are needed indeed to store and manipulate these contexts. However, since
CAOR includes neither prediction/estimation operation, nor routing table main-
tenance, the overhead of context manipulation and AHP calculation is tolerable.
In this work, we follow the common consensus that the wireless radio transceiver
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dominates the energy consumption of low power wireless devices, and thus, ignore
the energy depleted in the operations uncorrelated with radio transceivers.

6.4 Performance Evaluation

To evaluate the performance of CAOR, we perform extensive simulations in OM-
NeT++ using the extended version of the evaluation framework [118]. We compare
CAOR against the well-known geographic routing protocol GPSR, the beaconless
routing protocol BLR, and the TLG protocol [157]. Packet delivery ratio (PDR),
packet duplicates, average end-to-end delay and network lifetime are collected as
performance metrics.

6.4.1 Simulation Settings

We randomly deployed 31 nodes in a flat area of size 50m×50m, including 1
source, 1 destination, and 29 intermediate nodes. Source and intermediate nodes
move under the Random Waypoint mobility model [13], generated by the Bonn-
Motion tool [1]. Because nodes are mobile, we used somewhat larger area than the
simulation performed in TLG (section 5.4). The source node generates constant
bit rate UDP packets with a default rate of 2 packets/s. A CSMA implementation
from Castalia [33] is chosen as the MAC protocol for CAOR, and an irregular ra-
dio module from Castalia has been used. A nominal transmission range of 11 m is
set. Each simulation runs for 300 s, and the results are averaged over 30 runs with
random-generated seeds to provide a confidence interval of 95%. Table 6.4 shows
the simulation parameters.

Table 6.4: Baseline simulation parameters

Parameter Value Parameter Value
Source location (1,1) Radio model CC2420

Destination location (48,48) Path loss model Lognormal
Max. Speed 10 m/s Transmission power -10 dBm
Max. Pause 50 s DFDmax 10 s
Radio Range 11 m Data rate 2 Packet/s

6.4.2 Performance Analysis

In this section, we show the evaluation results of the four protocols, namely packet
delivery ratio, number of duplicated packets, average end-to-end delay and network
lifetime of the four protocols with varying maximum speeds, pause intervals, and
node densities, separately.
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Figure 6.4: PDR as a function of (a) Maximum speed; (b) Maximum pause interval; (c)
Node density
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Packet Delivery Ratio (PDR)

Fig. 6.4a presents the PDR of the four protocols with different maximum moving
speeds. GPSR performance is the worst and degrades significantly as speed in-
creases, due to its location sensitivity. GPSR has to maintain neighbor table and
routes, which will be outdated more frequently when the maximum moving speed
increases. For BLR, TLG, and CAOR, as the speed increases, their performance
values first improve (with speed up to ∼ 20 m/s) and then become worse. This is
because with low mobility, nodes have higher chances to meet a better forwarder
to transmit the packets. However, if the speed is too high ( > 30 m/s), the contact
duration between two nodes is too short, which reduces performance. This is more
severe for CAOR and TLG, due to their dependence on the link validity duration.
TLG and CAOR outperform BLR, because BLR only considers the progress and
it always selects the neighbor closes to the destination as next-hop, which has a
higher chance to suffer from a weak radio link. TLG does not address the prob-
lem of duplicates. Redundant transmission creates a lot of contention at the MAC
layer, which affects its performance. Due to the three-way handshake mechanism,
CAOR significantly reduces duplicates and therefore outperforms TLG.

Fig. 6.4b shows the results of PDR as a function of maximum pause time of
mobile nodes. As we can see, with a long pause interval, TLG and CAOR perform
very well. This is because they rely on the link validity duration, which is long
if the nodes have long pause time under the Random Waypoint mobility model.
When the pause interval is short, the encounter time between mobile nodes will
be short, which brings troubles to other protocols. When nodes frequently change
their movements, the routing table of GPSR is not able to keep up with the topology
changes. Therefore, GPSR also performs badly when the maximum pause time is
short.

Fig. 6.4c indicates the influence of node density on the PDR of the four proto-
cols. We can observe that, as the number of nodes increases, GPSR performance
improves first and then becomes worse for number of nodes > 31. This may be
because with a higher node density, additional control packets produce too much
congestion, which leads to worse performance. TLG and CAOR are both better
than BLR, since they consider multiple context information when choosing the
next-hop. The candidate with proper values of progress, link quality with last-hop,
enough residual energy, and long validation interval with last-hop will be preferred
to be the forwarder. While BLR prefers nodes with the largest progress without
considering the quality of the links during the selection of forwarder, nodes with
lossy links are likely to be chosen. TLG performs better than CAOR, if node den-
sity is low. This is because with few nodes involved in packet transmission, it is
more likely that each node has full workload, which leads to fast exhaustion of
the limited context capacity. In this situation, CAOR will adapt the weights of
the context information at run-time to prevent nodes from competing for packet
forwarding, which restricts its performance. However, as the number of nodes in-
creases, there are more candidate nodes with good context values available in the
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network. Therefore, CAOR can further improve its performance by distributing
the packet forwarding tasks to nodes with more sufficient and balanced context
values. Additionally, since TLG has no control of packet duplicates, duplicated
transmission will be a serious problem for TLG as the node density increases. This
will create congestion at the MAC layer and limit its performance improvement.
Therefore, CAOR outperforms TLG when node density is high. In this way, the
advantage of using AHP to adapt the weights of context is also validated.

Packet Duplicates

Duplicated transmission is a serious problem for beacon-less routing solutions. As
shown in Fig. 6.5a, GPSR is almost free of duplicates, since it uses a neighboring
table to control packet transmission. The data transmission at each hop has con-
crete destination, which avoids the possibility of duplicates. BLR and TLG have a
lot of packet duplicates, because they do not have any explicit coordination mech-
anism to control the competition from multiple forwarding candidates. It happens
frequently that multiple receivers of a broadcast transmission can not overhear each
other and they all re-broadcast the same packet, which generates a lot of duplicates
in the network. BLR has fewer duplicates than TLG, because it defines a “for-
warding area” such that the nodes within the area are supposed to hear each other
to avoid duplicates. However, the irregular property of the wireless transmission
makes more neighbors to consider themselves as the only forwarder by not over-
hearing each other, even if they are in the same forwarding area. CAOR selects the
next-hop based on a three-way handshake mechanism to make sure that only one
neighbor will actually forward the packet. It efficiently eliminates the duplicates,
at the price of some low-level control overhead.

Average End-to-End Delay

Delay results of the four protocols with different node densities are presented in
Fig. 6.5b. GPSR has the worst performance, because it always uses the same nodes
recorded in the routing table for packet relay. Due to unexpected link failures or
topology changes, packets might be lost or the routing table might be outdated.
Therefore, a source node has to find another path and all subsequent packets have
to be buffered and delayed. BLR, TLG, and CAOR have only a fraction of the
average end-to-end delay compared to GPSR. This is mainly due to two reasons:
first, opportunistic routing allows packets to reach the destination in fewer hops
than GPSR; second, BLR, TLG, and CAOR do not rely on routing tables, therefore
they are immune to packet retransmission caused by outdated routing tables. When
node density is low, TLG and CAOR have somewhat longer delays than BLR. This
is because they do not choose the most distant neighbor as the forwarder at each
hop, which means the packet has to go through more hops to reach the destina-
tion. When more nodes are deployed, it is more likely that BLR chooses a more
distant neighbor as forwarder. Therefore, that neighbor will bear a poor link and
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Figure 6.5: Influence of the node density on (a) Packet duplicates; (b) Average end-to-end
delay; (c) Network lifetime
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need re-transmission, which leads to longer delay. That’s why when node density
increases, the delay of BLR becomes longer. Due to the three-way handshake,
CAOR experiences some longer delays than TLG.

Network Lifetime

Network lifetime is defined as the time duration from the beginning of the data
transmission until the failure of the first node due to battery exhaustion. As shown
in Fig. 6.5c, GPSR is the worst protocol, since it keeps using the same nodes that
are recorded in the routing table for packet transmission, which leads to fast en-
ergy depletion of that set of nodes. The overhead for maintaining the neighbor
table also consumes additional energy. As the number of nodes increases, there
are more nodes involved in packet transmission and on average they could share
the packet forwarding tasks. Therefore, the network lifetime is improved. BLR
does not use any beacons and has no additional control overhead. It finds packet
forwarders hop-by-hop in a fully distributed way. Therefore, it has less energy
consumption than GPSR and the network lifetime is longer. With increased node
density, the network lifetime is also extended. Due to the consideration of nodes’
residual energy, TLG and CAOR prefer nodes with sufficient battery level, which
enable them to distribute the packet forwarding task uniformly and this prolongs
the network lifetime. CAOR performs better than TLG, this is mainly due to three
reasons. First, with the help of AHP, CAOR is able to adapt the weight of energy
according to its real-time value dynamically to prevent a node suffering battery
exhaustion from packet forwarding. On the contrary, TLG uses a fixed context
weights and cannot react to their instantaneous values. Second, CAOR uses a mul-
tiplicative function to combine contexts, while TLG uses an additive one. Even if
TLG also considers energy, due to the additive function when calculating the DFD,
a bad value of remaining energy can be compensated by a good value of progress or
other contexts. This allows a node with exhausted battery to be involved in packet
forwarding. This further reduces the network lifetime. Last, since TLG has no
control of duplicates, the redundant transmission, as shown in 6.5a, will cost more
energy and result in a reduced network lifetime. CAOR significantly eliminates the
duplicates, therefore saves the scarce energy from being wasted.

6.5 Conclusions

In this chapter, we analyzed the drawbacks of existing candidate list-based oppor-
tunistic routing in the presence of dynamics in mobile ad-hoc networks. Based
on that, we have proposed and evaluated a novel concept of opportunistic routing
protocol called CAOR - Context-aware Adaptive Opportunistic Routing protocol.
CAOR abandons the usage of candidate list, and it allows all the qualified nodes
to participate into the packet forwarding task. To deal with mobility, CAOR uti-
lizes the relative movement between two mobile nodes and it prefers nodes with
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promising movement tendency, even if their current locations are not preferable.
Compared to our previous protocol contribution of TLG, the novelties of CAOR
are multi-fold:

• It extensively exploits multiple context information to make the routing de-
cision. CAOR adopts a timer-based coordination mechanism and the cal-
culation of the timer is based on nodes’ link quality, geographical progress,
residual energy, and link validity duration.

• It uses a multiplicative calculation of a timer, which avoids possible prob-
lems of using an additive function.

• It incorporates the relative node mobility to choose a node with more favor-
able mobility pattern as the packet forwarder.

• It applies the AHP theory to adjust the weights of various context informa-
tion according to their importance to adapt the protocol behavior at run-time.

• It uses an active suppression mechanism to reduce packet duplicates to fur-
ther improve performance.

Simulation results show that CAOR can provide efficient routing performance
in mobile scenarios compared to other routing approaches that solely use single
metrics and without any adaptivity mechanism. With the ability of self-adaptive
and duplicate reduction, CAOR outperforms other beacon-less opportunistic rout-
ing protocols under certain network scenarios as well.

Due to the intrinsic limitations, a network simulator can not accurately monitor
the energy consumption and computation overhead associated with CPU process-
ing and memory access, which are highly correlated with the specific physical
characteristics of the wireless devices. This drawback brings difficulty to measure
the overhead to perform the context manipulation and the AHP calculation. How-
ever, even if we did not include the overhead and energy measurement of the AHP-
related operation, the improved network throughput and reduced network lifetime,
from another perspective, confirm the efficiency of using AHP to improve network
performance.
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Chapter 7

Sensor Context-aware Adaptive
Duty-cycled Opportunistic Routing
for Wireless Sensor Networks
(SCAD)

7.1 Introduction

Wireless sensor networks (WSNs) pose special requirements, such as low-power
transmissions, various unknown interferences and resource constraints. In order
to be energy-efficient, duty-cycling operation has been widely used to conserve
energy. However, the temporary unavailability of sensors can adversely affect both
network coverage and connectivity. Opportunistic routing (OR), even though was
originally proposed to improve performance of wireless multihop communication,
can not be directly used in WSNs due to some intrinsic design features of WSNs:

Energy Efficiency, Reliability vs. Throughput: Opportunistic routing was
originally designed to improve the throughput of multihop wireless ad-hoc net-
works. However, wireless sensor network applications normally have a high pref-
erence of reliable transmission with energy efficiency and not high throughput. In
this chapter, we show how opportunistic routing can be adapted to improve energy
efficiency while keeping performance at a satisfactory level.

Duty Cycling in Wireless Sensor Networks: WSN nodes are usually duty-
cycled to ensure long network lifetime. However, duty-cycling limits the number
of nodes that can concurrently overhear packet transmissions. As a result, it might
prevent spatial reuse in the forwarding process, which is one of the key benefits
of OR. However, as we will show in this chapter OR brings low latency to duty-
cycled networks: instead of waiting for a given forwarder to wake up, the anycast
primitive allows the first awoken node to be the forwarder.

Complexity of Unique Forwarder Selection: Opportunistic routing relies on
a consensus protocol to determine a unique forwarder among the receiving nodes.
For example, each ExOR packet contains a list of potential forwarders ranked ac-
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cording to their priorities. Due to the small packet size in wireless sensor networks,
the usage of such forwarder list is not really feasible. Similarly, assigning time slots
to each potential forwarder poses implementation challenges.

7.2 Motivation

The biggest difficulty that prevents the direct application of opportunistic routing to
WSN routing is its dependency on candidate lists. This problem, however, can be
easily removed when a beaconless opportunistic routing approach is used. Beacon-
less opportunistic routing forwards packets in a fully distributed way, without using
any beacon messages. Each node starts the packet transmissions by broadcasting,
and the selection of packet forwarders are determined at the receiver side.

In this chapter, we describe our proposed protocol of SCAD - Sensor Context-
aware Adaptive Duty-cycled beaconless opportunistic routing protocol for WSNs
[150] [149]. SCAD applies the concept of beaconless opportunistic routing into
wireless sensor networks. We consider the particular requirements and challenges
of WSNs by taking energy efficiency as the key target and tailoring OR to adap-
tively duty-cycled sensor nodes. SCAD selects packet forwarders by jointly con-
sidering multiple types of cross-layer context information, such as link quality,
progress, residual energy, and energy draining rate. An adaptive duty-cycling
scheme is also implemented in SCAD to tune the sleep intervals of sensor nodes
according to traffic loads and energy drain rates. The contributions of SCAD are
threefold:

• It smoothly integrates opportunistic routing with duty cycling of wireless
sensor nodes.

• It considers sensors’ energy drain rates when selecting packet forwarders,
which leads to a evenly distributed energy depletion over different nodes.

• It adapts duty cycles of sensor nodes according to real-time traffic loads and
energy drain rates.

Extensive OMNeT++ based simulations showed that SCAD outperforms other
protocols significantly. It provides satisfactory performance while keeping network
alive longer in both static and mobile scenarios. Real-world implementation and
evaluations on the TinyOS sensor operation system running on Tmote Sky nodes
validated the performance of SCAD in different network topologies [149].

7.3 Protocol Description

This section introduces the packet forwarding mechanism of SCAD. SCAD is a
cross-layer routing approach that utilizes multiple types of context information to
forward packets. It combines opportunistic routing with duty cycling of wireless
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sensor nodes to improve packet transmission in WSNs. SCAD includes an adaptive
duty-cycle mechanism to control sleeping intervals of sensors to achieve a balance
between energy efficiency and performance.

7.3.1 Packet Forwarding Scheme in SCAD

We assume that each node is aware of its location and that of the destination. This
can be done via GPS or other location technologies. SCAD does not use any
beacons to maintain network topology. Instead, the packet forwarding decision
is made in a hop-by-hop fashion. In SCAD, packet transmission is triggered by
broadcasting of data packets. Whenever a node has data to send, it adds the loca-
tions of itself and the destination into the packet header, broadcasts it, and waits
for the responses from its neighbors. The neighbors that successfully receive this
packet first check their relative closeness to the destination by comparing their dis-
tances to the destination with that of the packet sender. If they do not provide any
distance improvements, they just drop the packet. Otherwise, they follow the same
procedures as in TLG (Chapter 5) and CAOR (Chapter 6), which start a DFD timer
(section 5.3.1) and wait for the expiration of the timer. When the timer expires,
the node will forward the packet (by broadcast) and repeat the same process until
the packet reaches the destination. During the count-down of the timer, a neigh-
bor might overhear the forwarding of the same packet from another node. This
indicates that the timer of another neighbor expired earlier, and it should cancel its
timer and drop the packet.

When the original packet sender overhears this forwarded transmission, it con-
siders this reception as a response from the packet receiver and infers that one of
its neighbors has successfully received the packet. The sender might receive mul-
tiple responses from different neighbors, if these neighbors can not overhear each
other. In this case, the sender will only accept the first response and ignore the
rest. When the first forwarded transmission from a neighbor arrives at the original
sender, the sender will acknowledge it by sending the subsequent packets by uni-
cast to that specific neighbor for a certain time interval. During that interval, the
sender keeps a unicast connection between the selected forwarder and itself to en-
hance performance. After the validity interval of this unicast transmission, a packet
sender should trigger the same broadcast-based process to find another forwarder.
The duration of the unicast phase depends on the validity of the link between the
sender and the selected forwarder.

Figure 7.1 shows the packet forwarding process in SCAD. When S broadcasts
a packet, its neighbors nodes 2 and 4 miss the packet due to the irregularity prop-
erty of wireless transmission, even if they are within the radio range of S. Node 5
drops the packet, since it does not provides any distance progress. Nodes 1 and 3
compete for forwarding by starting their DFD timers. The node whose DFD timer
expires first wins the selection and forwards the packet. The same procedure will
be repeated until the packet arrives at the destination.
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Figure 7.1: Packet forwarding scheme of SCAD

7.3.2 Dynamic Forwarding Delay (DFD)

Whenever receiving a broadcast packet, neighbors that provide distance improve-
ments will start a timer before forwarding this packet. The goal of this timer is
to select a forwarding node while avoiding collisions caused by the concurrent
transmissions from multiple neighbors. In SCAD, we use the same concept of Dy-
namic Forwarding Delay (DFD) as in TLG (section 5.3.1), by integrating multiple
cross-layer context information, such as geographic progress, link quality, residual
energy and energy drain rate. The DFD is calculated according to (7.1):

DFD = (α× Link Quality + β × Progress+

γ × Energy Objective Function)×DFDMax
(7.1)

Link Quality, Progress, and Energy Objective Function are the utility functions rel-
evant to link quality, progress, and energy. α, β, and γ are the weights of each
context and α + β + γ = 1. Depending on the application requirements, SCAD
assigns different weights for different metrics. DFDMax is the predefined maxi-
mum delay at each node. The calculation of link quality and progress are similar
to that in our previous protocols of TLG and CAOR (section5.3.1). Therefore, we
skip the descriptions of link quality and progress definition, and only introduce the
new definition of energy objective function.

Energy Objective Function

Energy is an essential issue in wireless sensor networks, since sensor nodes are
usually battery-powered with limited capacity. Therefore, instead of achieving
high throughput, WSN applications usually have a higher preference of energy
efficiency and demand reliable transmissions, instead of high throughput perfor-
mance. To this end, real-time energy information should be utilized in routing
protocols. However, if the residual energy (RE) is the only energy-relevant metric,
it may happen that a node with the biggest residual energy accepts all the packet
forwarding requests and absorbs all the packets around, and its energy will de-
plete quickly. To mitigate this problem, the energy drain rate (EDR) should also
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be considered as another energy-relevant metric. EDR reflects the speed at which
the battery is running out of energy. Each node observes its EDR by averaging
the amount of energy consumed over a given time interval (called sliding window).
We use EDRi to indicate how much energy is consumed by node i within the last
interval on average. REi refers to the residual energy of node i. To get precise
values, two vital measurements have to be performed at each node: the ongoing
traffic rate and the energy consumption rate. Given these two values, we define a
ratio in Eq. (7.2), called Energy Objective Function (EOF), to represent the global
impact of energy on packet routing.

EOFi =
EDRi

REi
(7.2)

We can observe that, the inverse ofEOFi ( REi
EDRi

) indicates how long the sensor
node could keep alive with its residual energy, assuming the current traffic load. Of
course, a node with high value of residual energy or a low value of energy drain rate
will generate a small value of EOFi, which produces small input to Eq.(7.1) and is
then preferred as a good forwarding candidate. Every node calculates its EDR by
utilizing the well-known Exponential Weighted Moving Average (EWMA) method
[4] according to Eq.(7.3), where edrk denotes the real energy drain rate observed
at the end of the k-th interval, EDRk−1 is the calculated energy rate of interval
k-1, and µ is the weighting factor.

EDRk = µ× EDRk−1 + (1− µ)× edrk (7.3)

7.3.3 Adaptive Duty Cycling

The sleeping intervals of sensor nodes should be controlled individually according
to real-time network conditions. An identical sleep interval often leads to hetero-
geneous energy consumption such that nodes located in heavy traffic regions are
prone to suffer from frequent data transmissions, which will lead to fast energy
depletion and short network lifetime.

Merely increasing the sleep interval makes the sensor nodes sleep longer and
save energy, however, it will degrade performance. To achieve a balance between
energy efficiency and performance, SCAD adapts the duty cycles of sensors ac-
cording to both estimated energy drain rates and monitored traffic load variances.
SCAD integrates the duty-cycling features of MaxMAC [73] and IDEA [40]. Max-
MAC aims to maximally adapt to changes in network traffic loads at run-time. It
improves the system throughput by assigning additional wake-ups when the rate of
incoming packets reaches certain threshold values. However, MaxMAC does not
consider the energy drain rate, such that after a highly intensive wake-up period,
nodes do not rest longer to compensate their fast energy depletion during the past
intensive wake-up periods. On the other hand, IDEA increases the sleep interval of
a sensor node if its energy drain rate within a certain interval becomes high.
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In SCAD, nodes start from a state with a default wake-up interval of Base Sleep
Interval (TB). Each node persistently estimates the incoming traffic rate within a
certain time period, called sliding window. When nodes observe increasing traffic
load, they will reduce the sleep interval by assigning additional wake-ups to be
more actively involved in the packet transmission such that network throughput
can be improved. In addition to estimating the traffic rates, SCAD nodes also
measure the energy consumption within the sliding window to estimate the energy
drain rate (EDR). When an intensive traffic load passes away (the time interval
that nodes promise to stay in the new state, referred to as LEASE, expires), nodes
check their EDR values (Eq.7.3). If the calculated energy drain rate is above a
certain threshold, nodes deduce that they have been intensively active for a long
period, and they will increase the sleep intervals to rest longer and compensate
their previous vast energy consumption.

Figure 7.2: State diagram of the duty-cycling adaptation scheme

Figure 7.2 illustrates the state diagram of the duty-cycling adaptation scheme
of SCAD. The state transition is triggered by either exceeding a traffic rate thresh-
old or an energy consumption rate threshold. Nodes switch among different states
when the estimated traffic rate reaches the predefined threshold values T1, T2, and
T3. When switching to higher states (states with higher state numbers), SCAD
schedules extra wake-ups and applies a wake-up interval of 1

2TB (at state S1), 1
4TB

(at state S2), or 1
8TB (at state S3). SCAD conserves energy at the cost of some per-

formance, if there is a conflict between energy-efficiency and performance. This is
illustrated by the introduction of states S4 and S5. For example, at state S2, when
the LEASE of S2 expires, nodes may transit to states S1, S3, S4 or S5, depending
on the measured values of energy consumption (EC) and traffic rate (TR) within
the last sliding window. If EC is above threshold ET2, it means too much energy
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has been depleted in this sliding window and the node should sleep longer to com-
pensate its energy consumption. Therefore, the node transits to state S5, where the
wake-up interval is enlarged to four times of TB . If energy consumption is between
threshold ET1 and ET2 (ET1 < EC < ET2), then the node transits to state S4.
As an example, the possible state transition from state S2 is shown in Algorithm 1.

Algorithm 1 Algorithm to decide the state transition from S2
1: Let EC = energy consumption, ET = energy threshold, and TR = traffic rate
2: if EC > ET2 then S2 → S5

3: end if
4: if ET1 < EC 6 ET2 then S2 → S4

5: end if
6: if EC 6 ET1 then
7: if T1 < TR 6 T2 then S2 → S1

8: end if
9: if T2 < TR 6 TCSMA then S2 → S3

10: end if
11: end if

As indicated in the past paragraphs, state transitions in SCAD are triggered
by the monitored values of traffic rate and energy draining rate during a sliding
window. Once certain threshold values have been reached, the node switches from
one state to another. Therefore, the choice of these threshold values affects the
performance of the protocol. In fact, the definition of the thresholds ranges also
determines how many states the protocol has. In the current implementation, we
use three traffic rate threshold values T1, T2, and T3 to divide the state-diagram
into four state S0, S1, S2, and S3. Then depending on the energy drain rate thresh-
old values EC1 and EC2, two additional states S4, and S5 are included for saving
energy by increasing the sleep intervals. A small value of the traffic rate threshold
will make the protocol switch frequently from lower states to higher states, which
is more suitable for applications focusing on high throughput. A large traffic rate
threshold value makes the protocol less sensitive to traffic load changes, and there-
fore more suitable for delay-tolerant applications, where energy-efficiency is of
higher priority. The LEASE parameter, which defines how long the node will stay
in a new state, also affects protocol performance. A large value means the node will
stay longer at a new state independent of the monitored traffic load, which reduces
the adaptivity of the protocol. In real application scenarios, the choices of these pa-
rameters should be considered thoroughly according to the specific requirements,
in order to improve protocol performance.

7.3.4 Duty Cycling vs. Opportunistic Routing

As stated before, opportunistic routing benefits from overhearing of broadcast
transmissions such that unexpected packet receptions can be opportunistically ex-
ploited to improve system performance. However, in wireless sensor networks,
sensor nodes are configured to periodically switch off their radio transceivers to
save energy. Duty cycling reduces the number of nodes that can overhear the broad-
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cast transmission, therefore limits the benefits of opportunistic routing. In fact, two
factors affect the probability of multiple reception of a broadcast transmission by
multiple forwarding candidates: node density and wake-up rates of nodes. Both a
high node density and a short wake-up interval (high wake-up rate) will increase
the probability of a packet being received by multiple candidates.

To quantify the probability of multiple receptions (or the probability of a broad-
cast transmission be overheard by multiple qualified candidates simultaneously),
we assume N to be the number of qualified candidates that wake up exactly once
during a time period T , and that node i (i ⊆ N ) wakes up within T and remains
active for a period p, as shown in Fig. 7.3a. The probability that a broadcast trans-
mission can be received by multiple nodes (a subset of N ) can then be calculated
by Eq.(7.4).

Suppose that node i receives the packet, then the situation that all the other
(N -1) nodes do not receive the same packet happens only when all the other (N -
1) nodes are at their idle states, which has the probability value of (1 − p

T )N−1.
Fig. 7.3b shows the probability of a packet being received by multiple forwarding
candidates as functions of node densities and wakeup intervals. As we can see,
the probability of multiple receptions decreases with an increasing wakeup inter-
val, and increases with a larger node density. Therefore, in order to increase the
probability of multiple reception, a short wakeup interval or a large node density is
preferred.

Pmultiplereception = 1− (1− p

T
)N−1 (7.4)

7.4 Run-time Energy Profiling of Tmote Sky Mote with
TinyOS

In a network simulator, the energy consumption of sensor nodes can be calcu-
lated easily via a certain energy model. However, in real-world implementation,
one big challenge of an energy-aware routing protocol is to accurately measure
sensors’ energy level at run-time. Hardware platforms such as Tmote Sky mote
or standard WSN operating systems such as TinyOS, do not provide any energy
measurement functionality. Hardware-based energy measurement mechanisms are
typically difficult and expensive to add to existing hardware since they require sig-
nificant modifications. Therefore, energy consumption estimation can only be done
using software in a real-world deployment.

Energy consumption of a sensor node is due to the operations of its on-board
hardware components. Tmote Sky sensor nodes include several components: the
MSP 430 micro controller unit (MCU), the CC2420 wireless radio transceiver, the
LEDs, the EEPROM flash memory, and a number of sensors. Each component
has different working states/modes, and every component switches from one state
to another under certain situations. Different states consume different amounts of
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Figure 7.3: Result of duty-cycle on opportunistic routing: (a) Example of duty cycle
interval; (b) Probability of multiple receivers versus the node density and wake-up intervals

energy. Software-based run-time energy profiling records state transitions expe-
rienced by hardware components at run-time. Specifically, the energy consumed
by the sensor mote is calculated by tracking the time spent in different operating
modes by different components. The energy consumption of these components
is then calculated by using the current draw data in each power state, which are
provided from the data sheets or can be obtained by separate calibration measure-
ments. The energy consumption (Econsumed) of a sensor mote is then estimated
using a linear energy model at run-time. Real devices can have a non-linear power
dissipation behavior dependent on time and supply voltages. However, using a
power model based on non-linear functions is computation expensive. In this work,
we measure the real-time residual energy of sensor motes using a linear energy
model at runtime. Such a model has been proven to be sound with battery-powered
devices as long as the voltage supply remains within the required range. With the
consumed energy calculated, the residual energy (Eresidual) can be computed by:
Eresidual = Einitial - Econsumed.

Our energy estimation scheme is triggered every time by a state transition of
a hardware component. When a component transits from state i to state j, the
energy profiling mechanism records the time stamp when the transition happens.
As the component transits again from state j to another state, a time difference is
produced and logged to the total time that the component has been in state j. The
energy profiling scheme keeps recording all the state transition information of each
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component, and records the time duration of the state at which the component is
in. The energy consumption is then calculated by summing up the energy cost in
each state by different components.

In this work, we implement on-line energy profiling of the Tmote Sky node in
TinyOS by logging the time spent by the main energy-consuming components in
different power states. The energy consumption of sensor nodes are caused by their
on-board components, such as micro-controller for task processing, on-board sen-
sors for object sensing, external flash memory for data reading/writing, and wire-
less radio transceiver for packet transmission and reception. Due to the fact that
radio transceiver dominates the energy consumption of a sensor node, and also be-
cause our protocol SCAD does not include high computation overhead, we ignore
the energy consumption from MCU and memory access, and consider the energy
consumption of the wireless radio transceiver. Therefore, the energy consumption
estimation is calculated as in Eq.(7.5). The current draw data of different oper-
ating states (receive, sleep, and transmit with different transmission power levels)
of CC2420 radio transceiver is listed in Table 7.1, which is derived from CC2420
data-sheet [131].

Econsumed = V × (Isleep ×∆tsleep + Ireceive ×∆treceive

+Itransmit ×∆ttransmit)
(7.5)

where V is the supply voltage. Isleep, Ireceive and Itransmit are the current draws
of the radio transceiver in sleep, receive, and transmit mode. ∆tsleep, ∆treceive,
and ∆ttransmit are the time intervals of the radio transceiver in sleep, receive, and
transmit mode.

Table 7.1: Energy model of CC2420

State Current Draw
Receive 19.7 mA
Sleep 0.01 mA

Transmit (0 dBm) 17.4 mA
Transmit (-1 dBm) 16.5 mA
Transmit (-3 dBm) 15.2 mA
Transmit (-5 dBm) 13.9 mA
Transmit (-7 dBm) 12.5 mA

Transmit (-10 dBm) 11.2 mA
Transmit (-15 dBm) 9.9 mA
Transmit (-25 dBm) 8.5 mA

During the implementation of the run-time energy profiling mechanism, to
avoid scattering the code of energy consumption estimation over the existing struc-
ture of TinyOS application codes, a dedicated TinyOS module, called EnergyAn-
alyzer.nc, is introduced. EnergyAnalyzer.nc module is directly connected to the
drivers of different Tmote Sky components. EnergyAnalyzer is a new standalone
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module, to which other TinyOS components make calls to register their state transi-
tions, if any. The device drivers of TinyOS have to be modified to capture the state
transitions and record the relevant time stamps. The implementation architecture
is shown in Figure 7.4.

Figure 7.4: Architecture of SCAD’s energy profiling mechanism in TinyOS

7.5 Performance Evaluation using Simulation

In this section, we describe the simulation conducted to validate the performance
of SCAD. Different simulation results of different scenarios are presented and dis-
cussed. We used two different network scenarios: one with static topology where
nodes are statically deployed; another one with mobile nodes moving according to
certain mobility models.

7.5.1 Simulation Scenarios and Parameters

We take SCAD as an integrated approach of routing and MAC layers and test it
as one entity. We evaluate SCAD through the OMNeT++ simulation framework
[118]. The built-in module of “Resource Manager” provides real-time residual
energy information. The CC2420 radio module and the Lognormal propagation
model are used as physical layer implementations. We performed two types of
simulation: static topology and mobile topology. We compared SCAD against the
well-known geographic protocol GPSR, the beaconless protocol BLR, TLG, and
the opportunistic routing protocol ExOR. Packet delivery ratio (PDR), average end-
to-end delay, network lifetime, and hop-count are collected as evaluation metrics.

Both the static and mobile simulations consist used 60 nodes, which are uni-
formly deployed in a 300 × 300 m flat area. One source node is located at (5, 5),
and one destination node is located at the corner with coordinates (290, 290). In
the static scenario, the intermediate nodes are statically deployed in the networks.
In the mobile scenario, the intermediate nodes are moving following the Random
Waypoint mobility model with the default maximum speed of 5 m/s and maximum
pause interval of 5 s. The transmission power of the nodes is configured to have a
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transmission range of around 50 m. Our simulation runs for 1000 s, and results are
averaged over 30 runs with different seeds to provide a confidence interval of 95%.

Since the calculation of DFD relies on multiple types of context information,
their weights (α, β, γ) in Eq.(7.1) play a vital role. A large value of weight means
the corresponding context is more critical in the delay calculation. Considering
the essential requirement of energy-efficiency in WSNs, SCAD assigns the highest
priority to the context of energy. The other two contexts, namely progress and
link quality, are equally important. In the simulation, we use weight values of γ
(energy) = 0.6, and α (link quality) = β (progress) = 0.2. The weighting factor (µ)
and the duration of the sliding window (T ) that are relevant to the EOF (energy
objective function) calculation in Eq.(7.2) are 0.4 and 5 s separately. Table 7.2
shows the simulation parameters. The configuration parameters of the MAC layer
of the duty-cycle adaptivity mechanism of SCAD are presented in Table 7.3.

Table 7.2: Simulation parameters

Parameter Value Parameter Value
Field Size 300 × 300 m Radio model CC2420

Source, Destination (5,5) (290,290) Path loss model Lognormal
Source number 1 UDP source rate 2 packet/s
Max. Speed 5 m/s Max. Pause Interval 5 s

(α, β, γ) in Eq. (7.1) (0.2, 0.2, 0.6) DFDmax 0.1 s
µ, T in Eq. (7.2) 0.4, 5 s Radio range 50 m

Table 7.3: MAC layer parameters of SCAD

Parameter Value
Sleep Interval of S0, S1, S2, S3, S4, and S5 [500, 250, 125, 62.5, 1000, 2000] ms

Traffic Rate Threshold of T1, T2, and T3 [2, 4, 8] packet/s
Energy Consumption Threshold of EC1 and EC2 [2, 4] J

LEASE interval of S1, S2, S3, S4, and S5 1 s

7.5.2 Simulation Results of the Static Scenario

We first present the results of the static scenario. Figure 7.5 shows the results of
the five protocols under the default simulation settings.
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Figure 7.5: Results of (a) PDR; (b) End-to-end delay; (c) Average hop-count; (d) Network
lifetime in the simulation evaluation in the static scenario
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PDR values of the five protocols are presented in Fig. 7.5a. We can see that
BLR performs better than GPSR, since its packet transmission does not depend
on the pre-calculated end-to-end path, which is unreliable in lossy wireless en-
vironments. However, BLR solely considers geographic progress when selecting
forwarders, and it always chooses the neighbor closest to the sink as its next-hop
relay. That neighbor has a high chance to suffer from a weak radio link, which
leads to transmission failures. TLG improves BLR by modifying the DFD calcu-
lation. It considers not only progress, but also link quality and remaining energy
of relay candidates. This enables TLG to choose a forwarder with a good bal-
ance between link quality and distance improvement. ExOR has the candidate list
prepared according to candidates’ priorities before data transmission. In a static
topology, candidates have high chances to keep their rankings when packets arrive.
Therefore, nodes will wait for their turns to forward packets accordingly, which
leads to good performance. SCAD focuses more on energy efficiency by introduc-
ing adaptive duty cycling. This enables SCAD nodes to keep their radios on when
network traffic load is high. Therefore, SCAD has the best PDR results.

Fig. 7.5b denotes results of average end-to-end delay. GPSR forwards packets
based on the route information in the routing table. However, in unstable environ-
ments, such as low-power WSNs, link breaks happen frequently. Consequently, a
source has to find another route and all subsequent packets will be delayed. BLR,
TLG, and SCAD are free of packet re-transmissions caused by unstable links, and
packet forwarders are selected from the neighbors that successfully receive the
packets. TLG and SCAD have longer delays than BLR, since they do not choose
the most distant neighbors at each hop like BLR. In the end, packets have to go
through more hops to reach the sink. SCAD undergoes longer delays than TLG,
because it applies a duty cycling mechanism to save energy. Duty-cycling limits
the number of nodes that are alive to concurrently overhear broadcast transmis-
sions, which introduces additional delays. ExOR nodes forward packets according
to their rankings in the candidate list. Therefore, ExOR has no additional delays at
each hop, resulting in shorter delays than BLR, TLG, and SCAD.

Fig. 7.5c indicates the average hop count that a packet takes to reach the sink.
GPSR, ExOR, and BLR have the best results. This is because they all pick up the
nodes providing the best geographic advancements as packet forwarders, which
results in short paths with few hops. TLG and SCAD choose packet forwarders by
considering not only distance improvement but also and link quality. Usually good
link quality implies short distance progress. Therefore, they make intermittent
progress at each hop, which leads to bigger hop count values.

Fig. 7.5d presents network lifetime results. We consider network lifetime to
be the timespan from network deployment until the first node failure due to bat-
tery exhaustion. GPSR produces the worst result, since it keeps using the same
nodes for packet transmissions after they are selected, which leads to fast energy
depletion. BLR has no control overhead. Therefore, nodes live longer than in
case of GPSR. ExOR does not consider energy, therefore, it performs worse than
TLG. However, since BLR nodes forward packets strictly following the priority
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list, duplicate transmissions are removed. Therefore, it has less energy waste than
BLR, which results in a better network lifetime. TLG considers the remaining en-
ergy, and it distributes energy consumption to different nodes according to their
residual energy. However, if only the residual energy is considered, a node with
sufficient remaining energy will accept packet forwarding requests from multiple
neighbors and be involved in multiple packet transmissions. In this way, its energy
will deplete quickly. Thanks to considering both residual energy and energy drain
rate, SCAD can avoid over-dissipation of specific nodes by taking into account the
current traffic load and by utilizing the energy drain rate. This enables SCAD to
evenly distribute the energy expenditure to different nodes. Therefore, SCAD has
a longer network lifetime than TLG. It is worth noting that BLR consumes much
more energy and thus has shorter network lifetime than TLG and SCAD. This is
because BLR prefers neighbors closest to the destination as forwarders. The longer
hop distance consumes much more energy, since energy cost on data transmission
is proportional to the transmission distance between sender and receiver. Thanks
to the adaptive duty-cycle, SCAD can provide high performance when the traffic
load is high, and it also makes the nodes sleep longer to compensate its fast energy
dissipation to prolong the network lifetime.

Figure 7.6 presents the results of the five protocols as a function of node den-
sity, to show the effect of node density on protocol performance. We vary the node
number from 30 to 70, in steps of 10.
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Figure 7.6: The effect of node density on (a) PDR; (b) End-to-end Delay; (c) Average
hop-count; (d) Network lifetime in the static scenario in the simulation evaluation
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Fig. 7.6a shows the effect of node density on PDR. As we can observe, SCAD
performs poorly when node density is low. This is because its duty-cycling scheme
reduces the number of alive nodes that can overhear a broadcast transmission.
Therefore, the benefits of OR can not be fully exploited. When more nodes are
deployed, SCAD performance catches up. This is because when more forward-
ing candidates are available, the probability that a broadcast transmission being
received by multiple nodes is increased. This result also confirms our statement
in section 7.3.4. BLR and GPSR both perform worse than TLG and GPSR, since
their forwarder selection rules do not consider link quality. GPSR performance im-
proves first with increasing number of nodes, and then becomes worse. This might
be due to the severe congestion caused by additional control overhead, which re-
sults in performance degradation at high node densities. Since BLR has no control
overhead, its performance keeps increasing when more nodes are deployed in the
network. ExOR performs also quite well, and since the network is static, the pri-
ority list remains valid for longer periods. Therefore, candidates forward packets
following their orderings in the candidate list, which leads to good performance.

Fig. 7.6b presents the end-to-end delay results. As expected, when few nodes
are deployed, all five protocols perform badly. Low node numbers result in long
distances between node pairs, which leads to low link quality and further perfor-
mance degradation. When more nodes are available, the delays improve.

Fig. 7.6c indicates the average hop count results. We can observe that GPSR
and BLR have the best results, since at each hop, they always take neighbors with
the largest geographic progress as forwarders, which leads to the smallest hop
count. TLG and SCAD consider link quality at each hop, and thus, they prefer
nodes located close to the packet sender as forwarders. This makes packets go
through more hops to reach the destination.

Fig. 7.6d depicts the results of network lifetime with different node densities.
GPSR has the shortest network lifetime, since its route information does not con-
sider energy. The usage of control messages costs additional energy. Even if BLR
has the shortest hop count, it generates a bad network lifetime, since it does not
consider energy. Frequent packet re-transmissions, which are caused by poor links,
waste energy. But since BLR has no control overhead, it produces better network
lifetime results than GPSR. TLG and SCAD use the latest energy information, and
thus, they can distribute packet forwarding tasks to different nodes, such that the
energy consumptions are distributed over multiple nodes. Therefore, they have
better network lifetime results than GPSR and BLR. SCAD performs better than
TLG, because of its additional consideration of energy consumption rate. With this
capability, SCAD nodes achieve a good balance between performance and energy
efficiency. The performance of SCAD is maximized especially when node density
is high.

145



7.5. PERFORMANCE EVALUATION USING SIMULATION

7.5.3 Simulation Results of the Mobile Scenario

We next evaluate SCAD in a mobile environment, and here we present the results
of the five protocols when nodes are mobile. In this experiment, the destination
node is fixed at the corner of the field, while source nodes and intermediate nodes
are mobile and their mobility follows the Random Waypoint mobility model [36].

Figure 7.7 shows protocol performance under the default mobility setting with
the maximum moving speed of 5 m/s and maximum pause time of 5 s).

Fig. 7.7a presents the PDR results. Compared to the static case, GPSR and
ExOR performance degrade significantly: PDR of GPSR drops from 78% to 60%
and PDR of ExOR drops from 85 % to 70 %. However, performance of BLR, TLG,
and SCAD remains almost the same as in the static scenario. This is because GPSR
and ExOR rely on network topology, which changes when nodes move. GPSR
forwards packets based on routing tables, and ExOR selects packet forwarders ac-
cording to a pre-generated candidate list. Both routing tables and candidate lists
are built on top of the knowledge of network topology. Once the network topology
changes, this information will be invalid, which degrades performance of packet
transmissions. BLR, TLG, and SCAD are stateless protocols, and their packet
transmissions are independent of any topology information. Therefore, their per-
formance is immune to mobility.

Fig. 7.7b shows the delay results. Compared to the static topology, GPSR and
ExOR change from the best two protocols to the worst two protocols. This is due
to the reason described above. Outdated topology degrades performance to packet
transmissions, which results in longer delays for these two protocols. BLR, TLG,
and SCAD are stateless protocols, and their performance keeps similar values as in
the static case.

Fig. 7.7c indicates the average hop count that a packet travels to reach the des-
tination. Similar to the static case, GPSR, ExOR, and BLR have the best perfor-
mance, since they always prefer nodes providing the largest geographic advance-
ments as forwarders. Therefore, a packet needs fewer hops to reach the destination
than TLG and SCAD. TLG and SCAD take link quality as a selection criterion,
and they choose nodes that satisfy both requirements of link quality and geographic
progress as forwarders. Therefore, packets have to go through more hops.

Fig. 7.7d presents the network lifetime results. Compared to the static scenario,
all protocols have reduced network lifetime. This is because node movements cost
a significant amount of energy. The performance ordering of the five protocols
are the same as before. GPSR produces the shortest network lifetime, because it
keeps using the nodes in the routing table for packet transmissions, which leads to
fast energy depletion. Thanks to considering residual energy and energy drain rate,
SCAD evenly distributes energy expenditure to different nodes. Therefore, it has
the best network lifetime.
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Figure 7.7: Simulation results of (a) PDR; (b) End-to-end delay; (c) Hop-count; (d) Net-
work lifetime in the simulation evaluation in mobile scenario
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Figure 7.8 presents the effect of node speed on protocol performance. We vary
the maximum node speed from 1 to 8, 15, 23, and 30 m/s.

Fig. 7.8a shows PDR of five protocols under different speeds. An obvious ob-
servation is that performance of GPSR and ExOR degrade significantly when node
speed increases. GPSR transmits packets according to routing tables, which will
be outdated frequently when node speeds increase. Therefore, nodes have to up-
date routing tables and retransmit packets, which lead to degraded performance.
ExOR uses candidate lists, which are similar to routing tables, but include multi-
ple forwarders ranked according to their priorities. However, these candidate lists
are produced statically prior to data transmissions. Therefore, they will be invalid
when nodes move and change their positions. The faster nodes move, the higher
is the percentage of invalid list entries. Therefore, ExOR performance degrades
significantly at high node speeds. On the other hand, performance of BLR, TLG,
and SCAD are not sensitive to speed changes. This is because their forwarder
selections are made after data transmissions and the decisions are based on instan-
taneous link quality. They do not rely on any prepared routing table or priority list,
and thus are immune to topology changes.

Fig. 7.8b denotes the average end-to-end delay results. GPSR and ExOR have
the best results at low speeds. However when speeds increase, they will suffer
from the problems described above, which leads to longer delays. As mentioned
before, BLR, TLG, and SCAD are stateless and are immune to topology changes.
Therefore their delays remain almost constant when node speeds change. Among
these three protocols, SCAD has the worst result, since its duty-cycle operation
reduces the number of active neighbors that can concurrently overhear broadcast
transmissions, which leads to long delays.

Fig. 7.8c indicates the average hop count results. We can observe that GPSR
and BLR always have the best results, since at each hop, they always take the
neighbors with largest progress as forwarders, which results in the shortest hop
count.

Fig. 7.8d plots the results of network lifetime for different speeds. As we can
see, when speeds increase, all protocols suffer degraded performance. This is be-
cause the faster nodes move, the more energy will be consumed. However, an
interesting observation is that different protocols have different performance degra-
dation rates. GPSR and ExOR have the biggest performance degradations, which
is due to their dependence on network topology. ExOR is overtaken by BLR when
node speed is above 15 m/s. For high speeds the candidate list of ExOR will be
invalid and duplicate transmissions will be frequent. This leads to energy waste
and results in reduced network lifetime.
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Figure 7.8: The effect of node speed on (a) PDR; (b) End-to-end Delay; (c) Hop-count;
(d) Network lifetime in mobile scenario in the simulation evaluation
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7.6 Performance Evaluation using Real-World Experi-
ments

To validate the performance of our proposal in real-world environments, we im-
plemented our protocol in the TinyOS sensor operating system and run different
experiments on both small-scale and large-scale testbeds with static and dynamic
topologies. In the small-scale experiments, we used a linear topology and a merg-
ing topology of node deployment over a desktop (shown in Figure 7.9). In the
large-scale testbed experiments, we have four topologies: a linear topology, a
merging topology, an aggregation topology (shown in Figure 7.13), and a mesh
topology (shown in Figure 7.18). In the mesh topology of the large-scale exper-
iments, we further divided our experiments into two scenarios. One scenario is
with a static topology, which means nodes are statically located at fixed positions
and the network connectivity does not significantly change over time. Another sce-
nario is with dynamic topology, where the connectivity among nodes is constantly
changing over time. Due to the lack of mobile sensor nodes in the indoor testbed,
we implemented the dynamic topology via the run-time adjustment of sensor’s
transmission power, such that the connectivity among nodes changes over time.

We choose the geographic routing protocol GPSR, the beaconless protocol
BLR, and our work of TLG [158] as the baseline protocols for performance com-
parison. Results of throughput, end-to-end delay, network lifetime, and hop-count
are collected as performance metrics. We use the cumulative distribution function
(CDF) of the four performance metrics to present the average protocol performance
over multiple experiment runs. Take throughput as an example: given a certain
throughput value x, the corresponding CDF value represents the percentage of the
experiment runs finished with a throughput larger than that value x.

7.6.1 Technical Challenges in Real-World Implementation

We run experiments on two different scenarios: one with sensor nodes deployed
on a desktop table, and another one with sensor node deployed in an indoor testbed
distributed in four floors of a building. Most beaconless routing protocols in the
literature have been designed assuming an almost perfect wireless channel propa-
gation model. In many cases, their designs have neglected the presences of interfer-
ences, collisions, packet loss, and all of the typical issues that are present in every
real deployment of a wireless network. This causes problems such as selecting
neighbors with weak or unreliable links, additional overheads due to retransmis-
sions, and so on. Thus, in a real testbed, the performance of these algorithms can
be unsatisfactory.

Due to the fact that wireless channel are unstable and their radio quality varies
in nature, we place nodes closer to each other in both the small-scale experiment in
section 7.6.2 and the large-scale experiment in section 7.6.4 such that the distance
between two neighboring nodes is smaller than the transmission range of a sensor
node. In this way, a node will have multiple potential forwarders within its radio
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range with different channel qualities.

7.6.2 Small-scale Desktop Experiment

We evaluate the SCAD prototype in two different topologies on a small scale indoor
testbed deployed on a desktop consisting of few Tmote Sky motes.

For existing geographical routing protocols, we assume that nodes know their
position and that of the destination by means of a positioning system. In our imple-
mentation, each node is preloaded with the necessary location information under
different evaluation topologies. This is done such that there is no additional needs
for location service during the experiments, and we focus on performance compar-
ison of different routing approaches.

Since the calculation of DFD relies on multiple types of context information,
their weights (α, β, γ) in Eq.(7.1) play a vital role. A large weight value means
the corresponding context is more critical in the delay calculation. Considering the
essential requirement of energy-efficiency in WSNs, SCAD assigns the highest pri-
ority to the context of energy. The other two context information, namely progress
and link quality, are of the same importance. In the experiment, we use weight
values of γ (energy) = 0.6, and α (link quality) = β (progress) = 0.2. DFDmax is
set to 0.1 s. The weighting factor (µ) and the duration of the sliding window (T )
that are relevant to the EOF calculation in Eq.(7.2) are 0.4 and 5 s separately.

In the experiments, the source node generates constant bit rate (CBR) packets
towards the destination with a rate of 1 packet per second (1 packet/s). We choose
this low data rate to remove any possible network interference, congestion, or colli-
sion, such that the effect of unreliable links can be fully isolated from inter-packet
interferences or buffer overflows. During the experiments, our run-time energy
profiling mechanism is working to provide nodes with run-time residual energy
information. We set the transmission power of -25 dBm, which represents a trans-
mission range of around 2.5 m. We repeat the experiments independently for 10
times, and the presented results are the average of these runs.

7.6.3 Small-scale Desktop Experiment Evaluation Results

In this subsection we present the real-world experiment results of the four protocols
in the small-scale desktop topology, where sensors are deployed on a tabletop.

Linear Topology

The first experiment was conducted in a simple network setting: five nodes of A,
B, C, D, and E are placed in a line with an inter-distance of 1 m, as shown in
Figure 7.9 (a). Node A is the source , E is the destination, and B, C, and D are the
intermediate nodes. Results of the four protocols in the linear topology are shown
in Figure 7.10.
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Figure 7.9: Small-scale desktop experiment topologies

Fig. 7.10a shows the CDF results of throughput. As we can see, GPSR has
the worst result. Because it uses hop count as the only metric and it prefers a
short path with very poor radio links rather than a long path with high-quality
links. In lossy environments, where link qualities vary significantly, transmission
failures might happen frequently, which leads to retransmissions. This reduces
the available bandwidth and decreases network throughput. Additionally, GPSR
chooses forwarders according to the routing table, however, the routing table is not
able to keep updated with the variation of radio links in lossy environments. BLR,
TLG, and SCAD perform far better than GPSR. As we can see from the CDF plots,
70% of the experiments under these three protocols achieve a throughput value of
0.7 packet/s. BLR is the worst one of these three since it chooses the neighbor
closest to the sink as its next-hop. Therefore, it also prefers a short path with poor
links. TLG improves BLR by modifying the DFD calculation. It considers not only
progress, but also link quality and remaining energy of candidates when calculating
DFD. This enables TLG to choose a forwarder with a good balance between link
quality and distance improvement. SCAD has the best result, and more than 90
% of its experiments finished with a throughput value of more than 0.85 packet/s.
This is because SCAD focuses more on energy efficiency by introducing adaptive
duty cycles. This enables SCAD nodes to keep their radios on when the network
traffic load is high. Therefore, SCAD has the best throughput figure.

Fig. 7.10b denotes the CDF results of the end-to-end delay. For example, the
plot shows that 50% of the packets transmitted via GPSR can reach the destination
within 100 ms. GPSR has the shortest delay, because GPSR does not require any
extra time to select the next-hop, and the route information is prepared in the rout-
ing table at the moment of packet arrival. BLR, TLG, and SCAD are free of packet
retransmissions caused by unstable links, since their packet forwarding procedures
are made after packet transmissions, and the packet forwarder is selected from the
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Figure 7.10: CDF as function of (a) Throughput; (b) End-to-end delay; (c) Average hop-
count; (d) Network lifetime in the Linear topology in the Small-scale Desktop experiment
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neighbors that successfully receive the packets. However, they all introduce certain
delays at each hop to choose forwarders. Therefore, their delay results are worse
than that of GPSR, even if sometimes GPSR has to refresh the routing table. TLG
and SCAD have longer delays than BLR, since they do not choose the most dis-
tant neighbors at each hop. In the end, the packet has to go through more hops
to reach the sink. SCAD has a longer delay than TLG, because it applies a duty
cycle mechanism to save energy. Duty-cycling limits the number of nodes that are
alive to concurrently overhear the broadcast transmissions, which degrades perfor-
mance. However, WSN applications usually target at energy efficiency and long
network lifetime, a bit longer delay is usually tolerable.

Fig. 7.10c indicates the CDF results of the hop count that a packet takes to
reach the destination. As expected, GPSR and BLR have the lowest number be-
cause they choose forwarders by only considering the distance improvement. They
always select the neighbor closest to the destination as next-hop, and thus, they
need less hops to reach the destination. This observation is also confirmed in the
figure such that 80% of the packets transmitted using GPSR and BLR reach the
destination in 2.5 hops. TLG and SCAD choose next-hops by jointly considering
distance improvement and link quality. Distance improvement and link quality are
contrary metrics, since a node with good link quality usually provides small dis-
tance advancement. Therefore, TLG and SCAD always choose a node with good
link quality while also providing a good distance improvement as the packet for-
warder, which takes the packet more hops to reach the sink.

Fig. 7.10d presents the CDF results of the network lifetime with different pro-
tocols. The network lifetime is defined as the time duration from network initial-
ization until the moment when the first battery depletion happens. As we can see
from the figure, GPSR has the worst result, and 50% of its experiments have a
network lifetime of only 750 s. This is because GPSR keeps using the same nodes
that are recorded in the routing table for packet transmissions. The heavy overloads
undertaken by those nodes make their energy consumed very fast, which becomes
the bottlenecks of the network lifetime. BLR has a better result, 80% of its exper-
iment runs have a network lifetime of below 1500 s. This is because BLR has no
control overhead, and thus, nodes live longer than for GPSR. TLG has 80% of its
experiments finished with a lifetime of 1700 s. This is due to its consideration of re-
maining energy, and it tries to uniformly distribute energy consumption to different
nodes according to their residual energy. In the linear topology, SCAD performs
similarly to TLG, and has 80% of the experiment with a network lifetime of less
than 1850 s. Thanks to the adaptive duty-cycle mechanism, SCAD can provide
high performance when traffic load is high, and it can also make the nodes sleep
longer once its energy drain rate is high to compensate its fast energy dissipation
to prolong network lifetime.
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Merging Topology

In a second experiment, we used a merging topology with six nodes to examine the
behavior of the four protocols with multiple source nodes. This is a common WSN
application scenario, where multiple traffic flows from different source nodes go to
the sink at the same time. The topology is shown in Figure 7.9 (b), in which A and
B are two source nodes, F is the destination, and C, D, and E are the intermediate
nodes. The distance between two neighboring nodes is also 1 m. Two data flows
(A-C-E and B-D-E) are distant from each other such that the data transmission on
one flow can not be overheard by nodes of another data flow. Figure 7.11 presents
the performance of the four protocols in the merging scenario.

Fig. 7.11a shows the CDF results of the throughput in the merging topology.
All protocols have increased throughput, since multiple source nodes generate
more traffic into the network. As in the linear topology, GPSR still has the worst
result. Compared to the results in the linear topology (Fig. 7.10a), GPSR perfor-
mance improvement in the merging topology is limited. As shown in Figure 7.11a,
it has 80% of the experiments ended with a throughput value of 0.8 packet/s. This
is because with more traffic, GPSR has higher chances to have congestion. Once
the routing table is outdated due to link variations, the source has to search for new
routes and update its routing table. The incoming packets will be lost and the net-
work throughput is then decreased. Throughput results of BLR, TLG, and SCAD
have more obvious improvements than GPSR. As we can see from the CDF plots,
80% of the experiments under these three protocols achieve a throughput value of
1.4 packet/s. SCAD has the best result, and more than 80 % of its experiments
finished with a throughput value larger than 1.7 packet/s. Thanks to the adaptive
duty cycle, SCAD nodes could keep their radios on when network traffic load is
high, therefore it has the best throughput figure.

Fig. 7.11b shows the CDF results of the end-to-end delay in the merging sce-
nario. One big difference from the linear scenario is that GPSR does not have the
best delay results anymore. Under high traffic load, the effect of link variation
will be more serious. Outdated routing tables have to be updated frequently, which
will delay packet transmission and increase delays. The delays of BLR, TLG, and
SCAD are quite similar to that of the linear scenario. The delay results of SCAD
reach some high values up to 250 ms compared to the linear scenario in some cases.
This is because in the current merging topology, node E is the only merging node
in the network. In certain situations, node E might pause the forwarding operation
due to its high energy consumption rate. If it has been involved in highly intensive
forwarding operation, then due to the duty-cycle mechanism, it will rest longer and
thus introduce delays for the forwarding of the packets.

Fig. 7.11c shows the CDF results of the hop count that a packet undergoes to
reach the destination. Similar to the linear scenario, GPSR and BLR still have the
best performance because they choose the neighbor closest to the destination as
the next-hop. Therefore, they need less hops to reach the destination. TLG and
SCAD choose forwarders by jointly considering distance advancement and link
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Figure 7.11: CDF as function of (a) Throughput; (b) End-to-end Delay; (c) Average hop-
count; (d) Network lifetime in the Merging topology in the Small-scale Desktop experi-
ment

156



7.6. PERFORMANCE EVALUATION USING REAL-WORLD
EXPERIMENTS

quality, and usually good link quality implies short distance. Therefore, they make
intermediate progress at each hop, which results in a larger hop count.

Fig. 7.11d presents the CDF results of the network lifetime under the four pro-
tocols in the merging topology. GPSR and BLR do not consider energy, therefore
their behaviors are independent of the residual energy of nodes. Due to increased
traffic and possible congestion, nodes with these two protocols will deplete their
energy quickly. Therefore, we can observe that GPSR has 80% of its experiments
finished with a network lifetime of 700 s, and BLR has 80% of its experiments
finished with a network lifetime of 800 s. TLG and SCAD consider the resid-
ual energy when choosing packet forwarders. Therefore, they try to uniformly
distribute energy consumption to different nodes according to their remaining en-
ergy. TLG has 80% of its experiments finished with a network lifetime of 1350 s.
However, if only the residual energy is considered, a node with sufficient residual
energy will accept packet forwarding requests from multiple neighbors continu-
ously and be involved in multiple packet transmissions for different sources. In
this way, its energy will be depleted quickly. For example in the merging topology
shown in Figure 7.9 (b), if nodes C and D do not consider their energy drain rates,
they will participate in the forwarding tasks of both nodes A and B. Thanks to the
consideration of both residual energy and energy drain rate, SCAD can avoid over-
dissipation of specific nodes by taking into account the current traffic load and the
energy drain rate. This enables SCAD to evenly distribute the energy expenditure
to different nodes. Taking the same example as before, if node C detects that its en-
ergy drain rate is high, then it will ignore any forwarding request even if it still has
enough residual energy. Therefore, SCAD produces a longer network lifetime than
TLG, which is confirmed in the plot that SCAD has 80% of its experiments with
a lifetime of 1700 s. Thanks to the adaptive duty-cycle mechanism, SCAD pro-
vides high performance when traffic load is intensive. It also makes the node sleep
longer once its energy drain rate is high, to compensate its fast energy dissipation
to prolong the network lifetime.

7.6.4 Large-scale Testbed Experiment

To evaluate SCAD in a more realistic environment, we further conduct experiments
using the WISEBED testbed [127] deployed at the Institute of Computer Science
and Applied Mathematics, University of Bern. We evaluate the SCAD prototype
in four different large-scale scenarios consisting of a certain number of Tmote Sky
sensor motes. The motes are deployed over the four floors of the building, therefore
the communication among nodes suffers from various unexpected interferences or
signal attenuation caused by walls, floors, objects, and people/object movements.
The network topologies of the first two scenarios are similar to the ones we used
in the small-scale desktop experiments, which are the linear topology with 5 nodes
and the merging topology with 6 nodes. The third scenario is an aggregation sce-
nario with seven nodes, where multiple data flows coming from different source
nodes merge into one sink node simultaneously. The fourth scenario is a mesh
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network topology, where multiple (20) sensor nodes are distributed in the testbed
and they form a mesh network. The network topologies of the first three scenarios
(linear, merging, and aggregation) are shown in Figure 7.13, and the fourth sce-
nario (mesh) is shown in Figure 7.18, separately. We divide the mesh topology
experiment into two parts: a static topology and a dynamic topology, to examine
the protocol performances under different situations.

Most of the protocol parameters are kept the same as in section 7.6.2. The only
difference is that in these experiments, since the networks are much larger than
previous ones, we configure each node to use a transmission power of -10 dBm,
which produces a transmission range of around 11 m. We repeat the experiments
independently for ten times, and the presented results are the average of these runs.
For the experiments conducted in this section, the testbed management system of
TARWIS [75] [72] is used to facilitate the experiment deployment and evaluation
results collection and analysis.

As before, we choose the geographic routing protocol GPSR, the beaconless
routing protocol BLR, and the opportunistic routing protocol TLG as the baseline
protocols for performance comparison. Results of throughput, end-to-end delay,
network lifetime, and hop-count are collected as performance metrics. To present
the evaluation results of multiple experiments, we use Cumulative Distribution
Function (CDF) to depict the results of throughput, delay, network lifetime, and
hop-count. A cumulative distribution function F (x) describes the probability that
a real-valued variable X with a given probability distribution will be found at a
value less than or equal to x.

Figure 7.12 shows the used WISEBED testbed topology. We first configured
three sets of experiments, indicated as the green, blue, and purple nodes-links in the
figure. The green network is consisted of five nodes 1, 2, 3, 4, and D, representing
the linear topology. The blue network is consisted of six nodes, 1, 2, 5, 6, 7, and
D, representing the merging topology. The purple network is consisted of seven
nodes 2, 3, 4, 5, 6, 8, and D, representing the aggregation topology. The network
topologies of three scenarios are shown in Figure 7.13. The mesh topology-based
experiment is presented in Figure 7.17.

7.6.5 Large-scale Testbed Experiment Evaluation Results

In this section we present the evaluation results of the four protocols in the large-
scale testbed. We use four different topologies: linear, merging, aggregation, and
mesh topology.

Linear Topology

The first experiment includes five nodes of 1, 2, 3, 4, and D, in which node 1 is the
source, D is the destination, and 2, 3, and 4 are the intermediate nodes. Results of
the four protocols in this linear topology are shown in Figure 7.14.
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Figure 7.12: Large-scale testbed deployment: Linear, Merging, and Aggregation Topolo-
gies

Figure 7.13: Linear, merging, and aggregation topologies of large-scale testbed
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Figure 7.14: CDF as function of (a) Throughput; (b) End-to-end delay; (c) Average hop-
count; (d) Network lifetime in the Linear topology in the Large-scale Testbed experiment
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Fig. 7.14a shows the CDF results of the throughput. As in the small-scale
experiment, GPSR has the worst result. Compared to the small-scale desktop ex-
periment, the performance of GPSR degrades significantly. As we can see, 60%
of the experiments generate a throughput of around 0.3 packet/s. In the desktop
experiment, this value is around 0.6 packet/s. This performance degradation is
mainly due to the fact that in the larger-scale testbed experiment, nodes are dis-
tributed in the building over four floors. The concrete walls, floors and objects
create many interferences, which significantly reduce the channel quality of wire-
less transmission. The wireless signal suffers severe attenuation and multi-path
propagation from floors, walls, and roofs, which contributes a lot to performance
degradation. Moreover, the signal fluctuation is random such that no prediction can
be made to estimate the channel quality due to the dynamics of network topology.
Since GPSR solely uses the hop count as routing metric and prefers the short-
est path between source and destination pair, the selected path is usually of the
shortest length but with very poor link quality. This leads to frequent transmis-
sion failures and retransmissions. This wastes the scarce bandwidth resource and
decreases the network throughput. Additionally, the channel fluctuation makes
GPSR routing table outdated frequently, which further degrades performance. The
performance of BLR, TLG, and SCAD also gets reduced because of the chan-
nel quality degradation in large-scale distributed testbed environments. Even with
degradation, performance of BLR, TLG, and SCAD are still far better than GPSR.
As we can see from the plots, 80% of the experiments with these three protocols
achieves a throughput value of around 0.6 packet/s. BLR is the worst performing
protocol, since it chooses the neighbor closest to the sink as the forwarder. There-
fore, it also prefers a short path with poor links. That’s why BLR’s performance is
bit far from SCAD and TLG, which consider link quality in the routing selection.
TLG improves BLR by modifying the DFD calculation by taking into account not
only progress, but also link quality and the remaining energy of candidates. This
enables TLG to choose a forwarder with a good balance between link quality and
distance. SCAD has the best result, and more than 80 % of its experiments finished
with a throughput value higher than 0.8 packet/s, which is very similar to the result
in the small-scale desktop experiment. This means SCAD can scale well and is
immune to frequent channel fluctuations. This is because SCAD focuses more on
the energy efficiency by introducing adaptive duty cycles, which enable SCAD to
keep radios on when traffic load is high. Therefore, SCAD has the best throughput
result.

Fig. 7.14b presents the CDF results of the end-to-end delay of the four proto-
cols. As we can see, all the four protocols have increased delays. For example,
the plot shows that around 60% of the packets transmitted using GPSR can reach
the destination within 135 ms. The shortest delay is still observed at the GPSR
protocol, because it does not require any extra time to find next-hops, and the route
information is prepared in the routing table prior to data transmission. Due to the
fact that BLR, TLG, and SCAD select their forwarders in a fully distributed way,
and they use a timer-based forwarder selection mechanism at each hop, they in-
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troduce a certain delay at each hop. Therefore, the delay results of these three
protocols are worse than that of GPSR. As in the small scale network with a linear
topology (Figure 7.10b), TLG and SCAD have longer delays than BLR, since they
care more about link quality instead of distance progress at each hop. This leads
to the fact that the packet has to travel along more hops to reach the destination.
Due to the duty cycling mechanism, SCAD makes some nodes to sleep adaptively.
Duty-cycling reduces the number of nodes that can overhear the broadcast trans-
mission, which generates slightly longer delays.

Fig. 7.14c indicates the CDF results of the hop count that a packet takes to reach
the destination. GPSR and BLR still perform better than SCAD and TLG, because
they choose forwarders by only considering the distance improvement. GPSR and
BLR always select the neighbor closest to the destination as next-hop, and thus,
they need less hops to reach the destination. TLG and SCAD choose forwarders by
jointly considering distance improvement and link quality. Distance improvement
and link quality are contrary metrics, since a node with good link quality usually
provides small distance advancement. Therefore, TLG and SCAD always choose
a node with good link quality while also providing a big distance improvement
as forwarder, which takes a packet more hops to reach the sink. In this topology,
80% of the packets transmitted using GPSR and BLR reach the destination with
around 3 hops, and 80% of the packets transmitted using SCAD and TLG reach
the destination with around 3.8 hops. A clear difference between this result and
the result in the desktop small-scale experiment is that the hop-count difference
between TLG, SCAD and BLR, GPSR is reduced. The reduction of the difference
is due to fact that channel fluctuation has more severe influence on protocols that
do not consider link quality in their route selection mechanisms, such as GPSR and
BLR.

Fig. 7.14d depicts the CDF results of network lifetime under different proto-
cols. The implemented on-line energy profiling mechanism will be deployed to
provide the routing layer with the latest residual energy information. As shown
in the figure, in a real-world testbed, the lifetime of GPSR is reduced significantly
compared to the desktop scenario, and 60% of the experiments have a network life-
time reduced from 900 s to only 700 s. This is because GPSR keeps using the same
nodes that are recorded in the routing table for packet transmissions, which leads
to fast energy depletion. BLR has a better result, and 80% of its experiments have
a network lifetime of 1500 s. This is because BLR has no controlling overhead,
therefore nodes live longer than GPSR. TLG has 80% of its experiments with a net-
work lifetime of 1700 s. This is due to its consideration of remaining energy, and
it tries to uniformly distribute the energy consumption to different nodes according
to their residual energy. In the linear topology, SCAD performs similar to TLG,
and it has 80% of the experiments with a network lifetime of 1850 s. Thanks to the
adaptive duty-cycle mechanism , SCAD provides high performance when traffic
load is high. It can also make the nodes sleep longer once its energy drain rate is
high to compensate its fast energy dissipation to prolong the network lifetime.
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Merging Topology

In this experiment, we deploy six nodes to make a merging topology where the
traffic from two separate source nodes will be merged at one intermediate node
and then be forwarded to the destination node. Our goal is to examine the behavior
of the four protocols under the scenario of multiple data sources and observe the
behavior of the merging node. The six nodes are deployed over the four floors, in
which nodes 1 and 5 are two source nodes, D is the destination, nodes 2, 6, and 7
are the intermediate nodes (as shown in Figure 7.13). The distance between two
neighboring nodes is around 8 m. Figure 7.15 presents the performance of the four
protocols in the merging scenario.

Fig. 7.15a shows the CDF results of throughput in the merging topology. Due
to the fact that now there are two independent data sources, the throughput of the
network increased significantly for all protocols. GPSR still has the worst result,
and compared to the single source case in the linear topology, its performance im-
provement is limited since with more traffic, GPSR has higher chances to have con-
gestions, which decreases the performance. Compared to the merging scenario in
the desktop experiment, in a lossy large-scale testbed environment, GPSR routing
tables are outdated more frequently, and the source has to search for new routes.
Therefore, the performance of the larger-scale testbed experiment is worse than
that of the small-scale desktop experiment. This is confirmed by the results where,
in the desktop tests, GPSR has its 80% of the experiments with a throughput of
around 0.85 packet/s, while in the experiment runs, GPSR has its 80% of the ex-
periments with a throughput of around 0.65 packet/s. The throughput values of
BLR, TLG, and SCAD have more significant improvements than GPSR compared
to the single source linear topology in the testbed experiments. As we can see
from the CDF plots, 80% of the experiments under these three protocols achieve
a throughput value of 1.2 packet/s, 1.4 packet/s, and 1.6 packet/s. Thanks to the
adaptive duty cycle, SCAD nodes could keep their radios on when the network
traffic load is high, therefore it has the best throughput figure.

Fig. 7.15b denotes the CDF results of the end-to-end delay in the merging sce-
nario. One significant difference from the single source linear scenario is that,
GPSR does not have the best result of delay anymore. This is because under high
traffic load (multiple data flows merge at the merging node 7, which increase the
traffic load at node 7), congestion will happen with a higher probability and col-
lisions will be more severe. Thus, GPSR has to set up new routes and retransmit
the packets, which produces long delay. Compared to the merging scenario in
the desktop experiment, channel variations due to various indoor interferences and
signal attenuations degrade performance of all protocols. Therefore, protocols of
BLR, TLG, and SCAD have increased end-to-end delays.

Fig. 7.15c presents the CDF results of the hop count that a packet takes to reach
the destination. Since now a packet has to go through more hops than in the single
source linear topology, all protocols show a larger values of hop-counts. Simi-
lar as in the linear scenario, GPSR and BLR have the best performance because
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Figure 7.15: CDF as function of (a) Throughput; (b) End-to-end Delay; (c) Average hop-
count; (d) Network lifetime in the Merging topology in the Large-scale Testbed experi-
ment
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they choose neighbors closest to the destination as packet forwarders. Therefore,
they need less hops to reach the destination. TLG and SCAD consider distance
advancements and link quality to choose forwarders. Therefore, they make inter-
mediate progress at each hop, which results in a larger hop count.

Fig. 7.15d depicts the CDF results of the network lifetime with the four proto-
cols in the merging topology. This measurement is interesting since it reflects the
behavior of different protocols under multiple data sources. Moreover, it helps to
monitor the behavior of the merging node, which is most probably the bottleneck of
the network in terms of lifetime. All the sensor nodes are configured with the same
initial energy level, and the run-time energy profiling mechanism will be triggered
necessarily to provide real-time residual energy information to the routing layer
of TLG and SCAD. GPSR and BLR do not consider any information related to
energy. Therefore, their behavior are completely independent from the residual en-
ergy of nodes. When more traffic is injected into a node with low battery level, that
node will not deny the forwarding task due to its ignorance of energy information.
Additionally, increased traffic and possible congestion will make GPSR and BLR
nodes deplete their energy quickly. Therefore, we can observe that GPSR has 80%
of its experiments finished with a lifetime of 580 s, and BLR has 80% of its exper-
iments with a lifetime of 610 s. However, TLG and SCAD consider the residual
energy when choosing the packet forwarder. Therefore, they are able to uniformly
distribute the energy consumption to different nodes according to their remaining
energy levels. TLG has 80% of its experiments with a network lifetime of 1300 s,
which is already far better than GPSR and BLR. However, if only the residual en-
ergy is considered, a node with sufficient residual energy will accept all the packet
forwarding requests from multiple neighbors continuously and be involved in mul-
tiple packet transmissions for different sources. In this way, its energy will be also
depleted quickly. For instance, in the merging topology of Figure 7.13, merging
node 7 may receive packet forwarding requests from node 2 and 6 sequentially.
If it has enough energy, it will accept both requests and be involved in the packet
transmission tasks. However, if it considers the energy drain rate information addi-
tionally, it will notice that it has spent a certain amount of energy during a certain
time interval, and will deny any further forwarding request in order to have a long
break. Thanks to the consideration of both residual energy and energy drain rate,
SCAD is able to avoid over-dissipation of specific nodes by taking into account
the current traffic load and by utilizing the energy drain rate, especially under the
scenarios of high traffic load. This enables SCAD to evenly distribute the energy
expenditure to multiple nodes. Therefore, SCAD has a longer lifetime than TLG,
which is confirmed in the plot that SCAD has 80% of its experiment with a network
lifetime of 1600 s. Thanks to the adaptive duty-cycle capability, SCAD provides a
better performance when traffic load is high. On the other hand, SCAD also makes
nodes sleep longer once their energy drain rates are high, to compensate their fast
energy dissipation and prolong network lifetime.
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Aggregation Topology

In this experiment, we deploy seven nodes of 2, 3, 4, 5, 6, 8 and D, in which node
2 and 5 are the sources , and D is the destination. The packets from source 2 and
5 are targeted to the sink node D. Results of the four protocols in the aggregation
topology are shown in Figure 7.16.

Fig. 7.16a shows the CDF results of the throughput in the aggregation topol-
ogy of the large-scale testbed experiment. Similar results can be observed as in the
merging scenario of testbed experiment, since these two scenarios are somehow
similar. Due to the fact that GPSR uses hop count as routing metric and prefers
a short path with poor radio links, its performance is the worst. In a real-world
testbed environment, transmission failures happen frequently and thus require rout-
ing table updates and packet retransmissions. Compared to the merging scenario,
one more node is deployed in this scenario, and thus, it takes certain parts of the
packet forwarding tasks. For instance, the possible congestion at the merging node
7 in the merging topology will be removed or reduced. Therefore, the through-
put will also be improved. This is confirmed by the figures of CDF of GPSR in
these two topologies. In the merging topology, GPSR has 80% of the experiments
finished with a throughput value of around 0.68 packet/s, while in the aggregation
topology, this number is around 0.82 packet/s. BLR, TLG, and SCAD still perform
far better than GPSR. As we can see from the CDF plots, BLR has 80% of its exper-
iments achieving a throughput of 1.32 packet/s, TLG has 80% of its experiments
achieving a throughput of 1.82 packet/s, and SCAD has 80% of its experiments
achieving a throughput of 2.32 packet/s. BLR is the worst of these three protocols,
since it prefers short paths with poor links. TLG considers not only progress, but
also link quality and remaining energy of candidates when calculating DFD. This
enables TLG to choose a forwarder with a good balance between link quality and
distance improvement. SCAD has the best result, because it focuses more on the
energy efficiency by introducing adaptive duty cycles to save energy. An interest-
ing observation of this aggregation topology is that, the performance differences of
BLR, TLG, and SCAD become larger. This might be because with this topology,
multiple sources could have their data simultaneously transmitted over two paths
individually. On each path, the benefit of considering link quality and adaptive
duty cycle will be accumulated separately, and in the end, the benefits on the two
paths will also be added. This produces enlarged performance differences among
protocols BLR, TLG, and SCAD.
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Figure 7.16: CDF as function of (a) Throughput; (b) End-to-end delay; (c) Average hop-
count; (d) Network lifetime in the Aggregation topology in the Large-scale Testbed ex-
periment
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Fig. 7.16b denotes the CDF results of the end-to-end delay. The results of the
four protocols are very similar to that of the merging topology. GPSR has the
shortest delay, because GPSR does not need extra time to get a path for packet
transmission. BLR, TLG, and SCAD add additional delays at each hop to choose
forwarders. Therefore, they have larger delays than GPSR. The delays of TLG and
SCAD are larger than that of BLR, due to their consideration of link quality. The
link quality constraint makes them choose a node, which is of good link quality and
is located very close to the packet sender. Therefore, their packets need more hops
to reach the destination. SCAD has longer delays than TLG, because its duty cycle
mechanism limits the number of nodes that can concurrently overhear broadcast
transmissions. However, compared to the delay results in the merging topology
(Fig. 7.15b), the delay of SCAD in the aggregation topology has been reduced
significantly. This is because in the merging topology, node 7 is the only merging
node in the network. Therefore, whenever it needs a longer sleep after an intensive
packet transmission, all the packets going to the destination will be delayed and
this will significantly increases the end-to-end delay. However, in the aggregation
topology, node 4 or 8 can both work as the merging node. The introduction of
node 4 (or 8) gives more options to packet forwarding. Therefore, when one of
the merging nodes, for example node 4 needs to sleep longer, the other “back-up”
merging node 8 will take over the forwarding task. Thus, the delay introduced by
having only one merging node is decreased significantly. This explains why we can
observe an obvious reduction of the end-to-end delay of SCAD in the aggregation
topology, compared to the merging topology.

Fig. 7.16c indicates the CDF results of the hop count that a packet takes to
reach the destination. The performance of the four protocols is also very similar
to the merging scenario. GPSR and BLR have the best performance because they
choose forwarders by only considering the distance improvement. Therefore, they
need less hops to reach the destination. TLG and SCAD choose forwarders by
considering not only the distance improvement, but also the link quality and en-
ergy information. The consideration of link quality makes TLG and SCAD choose
nodes located closely as forwarders, which takes a packet more hops to reach the
destination.

Fig. 7.16d presents the CDF results of the network lifetime with different pro-
tocols. Similar as in the merging scenario, GPSR has the worst performance since
it has no consideration of any energy information. This is the same reason why
BLR has a similar bad performance as GPSR. Compared to the merging topology,
TLG and SCAD have a better performance, their network lifetimes are increased.
This is because of the introduction of one more merging node, which takes over
some forwarding tasks and relieves congestion that might happen at the only one
merging node in the merging topology.

168



7.6. PERFORMANCE EVALUATION USING REAL-WORLD
EXPERIMENTS

Mesh Topology

In the last experiment, we uniformly deploy 20 nodes in the testbed and the nodes
form a mesh network. Node deployment is shown in Figure 7.17 (depicted links
are just some examples of connected links), in which D is the destination, 9, 15,
16, 18, 19 are the source nodes, and 14 other nodes are intermediate nodes. The
corresponding network topology is presented in Figure 7.18. As before, the source
nodes generate the constant bit rate (CBR) packets towards the destination with
a rate of 1 packet/s. Transmission power of nodes has been configured to enable
nodes to reach their one-hop neighbors.

We divided our experiments into two parts: the first one with static topology
and the second one with dynamic topology. Dynamic topologies can be caused
by several reasons, such as node mobility, interference, or the adjustment of ra-
dio transmission power. Due to the absence of mobile sensor nodes in the indoor
testbed, we implemented the dynamic topology artificially by adjusting the trans-
mission power of the sensor nodes during the experiments at certain scheduled
time points. When the transmission power is modified, the connectivity among
nodes changes, which can be regarded as a dynamic topology. We use the dynamic
topology to examine the performance of different protocols under realistic dynamic
environments. The CC2420 radio chips are able to provide 31 transmission power
levels by setting the TXCTRL register appropriately, which are shown in Table
7.4. We used two different transmission power levels during the experiments: one
transmission power from the default value of -10 dBm and another smaller value
of -25 dBm, which produce a transmission range of 11 m and 2.5 m separately.
Starting from the default value of -10 dBm, two values are interchanged every 180
seconds.

Table 7.4: CC2420 Transmission Power Level [131]

Power Level TXCTRL Register Output Power Current Consumption
31 0xA0FF 0 dBm 17.4 mA
27 0xA0FB -1 dBm 16.5 mA
23 0xA0F7 -3 dBm 15.2 mA
19 0xA0F3 -5 dBm 13.9 mA
15 0xA0EF -7 dBm 12.5 mA
11 0xA0EB -10 dBm 11.2 mA
7 0xA0E7 -15 dBm 9.9 mA
3 0xA0E3 -25 dBm 8.5 mA

Figure 7.19 presents the CDF of throughput, end-to-end delay, average hop
count, and network lifetime of the four protocols under the static mesh topology
in large-scale testbed experiments. Fig. 7.19a shows the throughput results, from
which we can find out that the performance ordering of the four protocols stays the
same as in the other three topologies. Due to the fact that now there are five source
nodes in the mesh topology, the throughput of all the protocols are improved. How-
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Figure 7.17: Large-scale testbed deployment: Mesh Topology

Figure 7.18: Mesh topology of the large-scale testbed
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Figure 7.19: CDF as function of (a) Throughput; (b) End-to-end Delay; (c) Average hop-
count; (d) Network lifetime in the Static Mesh topology in the Large-scale Testbed exper-
iment
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ever, compared to the throughput results in the merging topology (Fig. 7.16a),
the amount of improvements are different for the four protocols. The throughput
improvements from the aggregation topology to the mesh topology are: GPSR in-
creases from ∼ 0.7 packet/s to ∼ 1.5 packet/s; BLR increases from ∼ 1.4 packet/s
to ∼ 3.1 packet/s; TLG increases from ∼ 1.55 packet/s to ∼ 3.5 packet/s; and
SCAD increases from ∼ 1.9 packet/s to ∼ 4.3 packet/s. The reason of the different
improvements is due to the routing mechanisms of different protocols. GPSR relies
on a routing table, which is pre-generated via control messages. When the num-
ber of source nodes increases, the probability of collision or interference increases,
which leads to packet retransmissions, and thus, degrades routing performance.
On the other hand, BLR, TLG, and SCAD are beaconless protocols, they are im-
mune to topology changes. Therefore, their performance improvements are more
significant than that of GPSR.

Fig. 7.19b depicts the delay results of the four protocols. Compared to the
delay results of the linear topology (Fig. 7.14c), GPSR has increased delays. A
possible reason is that with more source nodes and intermediate nodes deployed in
the mesh topology, concurrent packet transmissions are more likely to suffer from
transmission collisions. However, GPSR forwards packets based on a routing ta-
ble, which is calculated prior to the transmission of data packets. When collisions
occur, source nodes have to update the routing table and retransmit the packets,
which leads to increased delay. Beaconless protocols BLR, TLG, and SCAD for-
ward the packets in a hop-by-hop way, and the next-hop forwarder is chosen only
from the neighbors that have successfully received the transmissions. Therefore,
collisions are reduced significantly. This explains why the delay of GPSR increases
significantly and that of BLR, TLG, and SCAD stay similar with the results in the
linear topology (Fig. 7.14c).

Fig. 7.19c shows the hop count information of the four protocols. Since the
mesh topology is of a larger size, packets from source nodes have to travel through
more intermediate nodes to reach the destination. Therefore, an increased hop
count value is observed for each protocol.

Fig. 7.19d indicates the network lifetime results of the four protocols. Com-
pared to the results in the linear topology, BLR, TLG, and SCAD all have signifi-
cant increases of network lifetime, however, the lifetime of GPSR is reduced. This
is again related to the forwarding mechanisms of the different protocols. GPSR
uses the route information stored in the routing table to forward packets. As far as
the routing table is not updated, it always uses the same nodes to send unicast trans-
mission. The energy depletion rate of the nodes stored in the routing table is then
the bottleneck of the network lifetime. Frequent packet retransmissions, which are
caused by transmission collisions, also consume additional energy. BLR, TLG,
and SCAD are beaconless protocols, they do not choose fixed nodes as packet for-
warders. The next-hop forwarder is chosen after the packet transmission at the
receiver side. TLG and SCAD choose forwarders based on several types of con-
text information, and the consideration of energy and link quality enable them to
distribute packet forwarding uniformly to different nodes in the network. There-
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fore, different nodes will take the forwarding tasks, and the energy consumption is
distributed among them. Energy is not considered in BLR, and thus, a node with
few residual energy can not reject any packet forwarding tasks, even if it has few
energy left. That is the reason why BLR has a worse network lifetime result than
TLG and SCAD.

Figure 7.20 presents the results of the four protocols in the dynamic mesh
topology. Fig. 7.20a shows the throughput results. GPSR performance degrades
significantly compared to the results in the static mesh topology shown in Fig.
7.19a, because its routing table will be outdated more often in a dynamic topology.
The route information recorded in the routing table is invalid when the connections
among nodes change, which leads to updates of routing tables and packet retrans-
missions. In the mesh topology with a high node density, bandwidth is a scarce
resource and will be occupied by frequent packet retransmissions, which degrades
the throughput performance of GPSR. Beaconless protocols like BLR, TLG, and
SCAD start packet transmissions by initiating broadcast transmissions, which is
independent of topology changes. Therefore, their performance values are less af-
fected by the changes of network topology. SCAD has the best result, this is due to
its adaptive duty-cycle scheme, which enables nodes to forward the packets when
traffic rate is high. In fact, as we can see from Figure 7.18, the mesh topology
is a combination of linear topology, merging topology, and aggregation topology.
Therefore, the benefits of SCAD in different topologies will be accumulated to
generate a significant performance improvement in the mesh topology. Due to the
high node density, the benefits of opportunistic routing can still be preserved, even
if in some cases the radios of some nodes might be switched off periodically due
to the duty-cycle mechanism of SCAD.

Fig. 7.20b depicts the delay results of the four protocols. An interesting ob-
servation is that the end-to-end delay of GPSR increases significantly, and it even
overtakes that of SCAD. This is mainly due to the multiple packet retransmissions
caused by outdated routing tables and route re-discoveries. When the network
topology changes over time, the packets have to be buffered, wait for updates of
routing tables, and then be retransmitted. Another reason of the increased delay
values are the possible transmission collisions in the large-scale topology, which
also leads to packet retransmissions. The increased amount of packet retransmis-
sion directly produces an increased end-to-end delay for GPSR. The delay results
of the other three protocols also increase for dynamic network topologies, since a
changing topology introduces additional delays for BLR, TLG, and SCAD when
selecting packet forwarders.
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Figure 7.20: CDF as function of (a) Throughput; (b) End-to-end Delay; (c) Average hop-
count; (d) Network lifetime in the Dynamic Mesh topology in the Large-scale Testbed
experiment
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Fig. 7.20c describes the hop count results of the four protocols. As we can ob-
serve, GPSR and BLR almost keep the same results as in the static mesh topology,
since they always prefer nodes located closer to the destination, which indicates a
short path to reach the destination. TLG and SCAD need a bit more hops than in the
static mesh topology, because the changing topology makes them always choose
closer nodes as forwarders and thus leads to a longer path to reach the destination.

Fig. 7.20d indicates the network lifetime results of the four protocols. GPSR
has the worst result. Compared to the static mesh topology, its network lifetime
reduces significantly. This is because in a dynamic topology, GPSR routing tables
are outdated frequently, which needs additional control messages to update the
routing table. Frequent routing table updates and packet retransmissions will cost
much energy and produce shorter network lifetimes. BLR, TLG, and SCAD are
rather immune to topology changes, since they choose forwarders in a distributed
way. For SCAD and TLG, the changing transmission power enables the packets to
be received by nodes located in different areas (a distant area if the transmission
power is high, or a close area if the transmission power is low), which are covered
by different radio ranges. This enables packets to be forwarded by nodes located
at different areas, which helps to distribute packet forwarding tasks to nodes in
different regions and therefore prolongs network lifetime. Thanks to the adaptive
duty-cycle mechanism, SCAD is able to conserve energy of a node whose energy
drain rate is high, which further ensures the distribution of energy consumption to
nodes with enough energy budget and low energy drain rate. Therefore, SCAD
produces a prolonged network lifetime, in the meantime, keeps the throughput at a
satisfactory level.

7.7 Conclusions

The quality of a wireless link between two sensor nodes is not static. It varies over
time and might be affected by many factors, such as channel fading, interferences,
collisions, etc. The time varying nature of wireless channel quality has an impact
on the bit error rate of the received packet and a received packet with more bit errors
will be discarded, which leads to packet retransmissions. In resource-constrained
networks like wireless sensor networks, intensive packet retransmissions signifi-
cantly occupy the network bandwidth and degrade system performance. Moreover,
frequent packet retransmissions cost additional energy and reduce the lifetime of
the network. In order to enhance network lifetime, packet retransmission should
be minimized by sending packets through the link with good channel characteris-
tics. The lifetime of the network can be further improved by distributing the packet
forwarding tasks to different nodes, which have sufficient remaining energy, to
distribute the energy consumption to multiple nodes. Therefore, network lifetime
optimization is achieved by reducing the number of retransmission and load bal-
ancing.

To achieve these goals, this chapter proposes a new cross-layer opportunistic
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routing protocol called SCAD: Sensor Context-aware Adaptive Duty-cycled bea-
conless opportunistic routing protocol for wireless sensor networks. SCAD adapts
the idea of beaconless opportunistic routing to the specific requirements of WSNs
by taking energy efficiency as a major concern. SCAD selects forwarders based on
multiple types of cross-layer context information, such as node residual energy, ge-
ographic progress of the forwarding candidate, received packet link quality, and en-
ergy drain rate. Energy is of primary concern in wireless sensor networks and their
protocol design, SCAD additionally takes energy as an important issue. SCAD
adapts duty cycles of sensor nodes according to the real-time monitored network
traffic load and the estimated sensor node energy drain rate to achieve a balance
between routing performance and energy efficiency. The effectiveness of SCAD
has been validated by experiments in both simulation and real-world implementa-
tion in indoor testbeds. Real-world testbed experiments include a small-scale and a
large-scale experiment, and the evaluation results confirm that SCAD outperforms
other beaconless or geographic routing protocols, and that it provides good routing
performance while increasing network lifetime.
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Chapter 8

Conclusions and Outlook

In this chapter, we first summarize the contributions of this thesis in the order of
their existences in the thesis at section 8.1. Our first contribution is a simulation
framework of opportunistic routing protocols. The second contribution is a topol-
ogy and link quality-aware geographic opportunistic routing protocol. The third
contribution is a context-aware adaptive opportunistic routing protocol, which is an
extension of our second contribution. The fourth contribution is a sensor context-
aware adaptive duty-cycled cross-layer opportunistic routing protocol. Afterwards,
we briefly elaborate on possible future work in the field of the routing approaches
proposed in the thesis at section 8.2.

8.1 Main Contributions

In this thesis, we focused on the study of opportunistic routing protocols in mobile
ad-hoc and sensor networks. We proposed a generalized context-aware oppor-
tunistic routing concept and applied the idea into the domain of mobile ad-hoc and
sensor networks. We proposed to consider multiple cross-layer network context
information to make the routing decision synthetically. Besides, due to the intrin-
sic nature of dynamics in wireless ad-hoc and sensor networks, we designed an
adaptive mechanism in the routing process to adapt protocol behaviors according
to the instantaneous values of the interested context information.

In Chapter 4, we analyzed the common features of existing opportunistic rout-
ing protocols, and we claimed that there are some shared characteristics that can be
abstracted to facilitate the analysis and future developments of opportunistic rout-
ing protocols. We therefore presented a simulation framework, which decouples
the opportunistic routing schemes into four procedures - Forwarder Candidate Se-
lection, Forwarder Selection, Forwarder Role Change Notification and Collision
Avoidance. Different protocols should have specific implementation mechanisms
of each procedure. In the framework, these four procedures are defined as virtual
functions and act as implementation stubs such that different protocols could be im-
plemented by overriding them in the derived function according to their distributed
strategies.
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In Chapter 5, we proposed TLG - Topology and Link quality-aware Geographic
opportunistic routing protocol for mobile ad-hoc networks. Unlike existing oppor-
tunistic routing protocols, which select packet forwarders based on a pre-generated
candidate list, TLG completely abandons the idea of candidate list and allows all
the qualified nodes to participate in the packet forwarding process. Additionally,
TLG simultaneously uses multiple network metrics such as network topology, link
quality, and geographic location to implement the coordination mechanism among
multiple receivers of a broadcast packet to select the forwarder. To evaluate the
performance of our proposal, we perform two types of simulations. First we use
the scalar data, which means the source node sends a scalar data packet, and the
performance is measured from the network point of view. Collected results include
packet delivery ratio (PDR), end-to-end delay, average hop count, etc. Besides the
scalar data, we also configured the source node to send multimedia data, and the
experiments are conducted to collect quality of experience metrics from the end-
users’ point of view. This gives us the opportunity to test our protocol in scenarios
where pure scalar data can not fulfill the requirements. For example, in a disaster
rescue task, end-users need to receive the multimedia data (video or picture of the
monitored) to support decision making. Simulation evaluations of both scalar and
multimedia data validate the performance of our protocol.

In Chapter 6, we further extended our work of TLG by considering more gen-
eral context information for the routing decision. We proposed a novel concept of
opportunistic routing, called CAOR - Context-aware Adaptive Opportunistic Rout-
ing for MANETs. In CAOR, depending on the application requirements, any types
of context information, which are helpful to make routing decision, could be in-
cluded. CAOR forwards packets by simultaneously exploiting multiple types of
cross-layer context information, such as link quality, geographic progress, residual
energy, and node mobility. With the help of the Analytic Hierarchy Process (AHP)
theory, CAOR adjusts the weights of context information based on their instanta-
neous values to adapt the protocol behavior at run-time. Moreover, CAOR uses
an active suppression mechanism to reduce packet duplication. Simulation results
show that CAOR can provide efficient routing in highly mobile environments, and
it outperforms other protocols significantly.

In Chapter 7, we implemented the idea of context-aware opportunistic routing
in real-world wireless sensor networks. In order to fully achieve the functionalities
defined in the protocol, we have implemented an on-line energy profiling mecha-
nism to get the latest residual energy of sensor nodes, which is needed to provide
energy-awareness for routing decisions. Due to the energy constraints of wire-
less sensor nodes, we adopt a duty-cycle mechanism to save the scarce resource
of energy if the detected energy drain rate is high. Unlike the existing duty-cycle
mechanism in most of the WSN MAC protocols, we proposed to adapt the sensor’s
duty cycles based on both monitored traffic rates and estimated energy drain rates.
Our goal is to enable the sensor node to fully work once the traffic load is high, and
to sleep longer after the traffic peak according to its energy drain rate. If the energy
spent in a certain period of time (called sliding window) is larger than a predefined

178



8.2. OUTLOOK

threshold value, then the node will sleep longer and ignore further forwarding re-
quests to compensate its fast energy consumption. In general, we linked the duty
cycles of sensor nodes to traffic rates and energy drain rates. Evaluation results
from both simulation and real-world implementation prove that SCAD produces
the best results, and it provides satisfactory routing performance, while keeping
the network alive longer than other protocols.

8.2 Outlook

In this thesis, we proposed the concept of context-aware opportunistic routing,
which combines the idea of opportunistic routing with context-aware communica-
tion. Our proposal enables network nodes to select packet forwarders opportunis-
tically by taking into account multiple types of context information. Additionally,
we integrated the idea of adaptivity into the design of opportunistic routing such
that nodes could adjust their behaviors according to the real-time values of the in-
terested context information. To validate our ideas, we performed various types of
simulation in static and mobile environments. Besides, we also validated our pro-
posals using real-world implementation experiments in both small-scale and large-
scale testbed scenarios. However, the completed real-world experiments were only
conducted in static environments without any mobile objects. This is due to the
absence of mobile sensors in the testbed. In the future, we might consider to add
some mobile sensors into our indoor testbed and perform further experiments in-
cluding mobile sensor nodes. Packet forwarding will be more challenging with
mobile nodes deployed in the real-world testbed, since node mobility will increase
the dynamics of the network. On the other hand, the mobile sensors would be im-
plemented by an integration of normal sensors and mobile unmanned vehicles, and
the sensors should be carried by the moving vehicles. The introduction of carrying
objects will bring new opportunities for the design of routing protocols, along with
new challenges ahead. For example, the carrying objects could have more space for
additional resources for the carried sensor nodes, such as battery or storage. The
integration of sensors and carrying objects should be designed properly to promote
overall system performance.

When sensors become mobile, one important issue is to keep the connectivity
among the moving objects, such that the network will not be divided into multiple
disconnected zones. This results in new problems of connectivity and topology
control in mobile ad-hoc sensor networks. Many works have been done in this
area. The most common approach, for example in wireless sensor networks, is to
adapt the transmission ranges of the sensor nodes to maintain the network topol-
ogy. However, most of the works focused on the static scenarios, while few efforts
have been made into the connectivity and topology control in the environments
with mobile objects. We plan to design and implement some novel topology con-
trol protocols based on the signal strength of the received packets, such as our
preliminary proposal described in [156].
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Moreover, another work that deserves more investigation is the validation of
the dynamic adjustment of the context parameters (Chapter 6) for a WSN network,
in both network simulation and real-world testbed experiment. Currently, we only
verify the idea of on-line adjustment of the multiple context parameters in net-
work simulations for a MANET. The same idea should be implemented in a WSN
environment (in a simulator and real-world testbed) and tested in a large-scale envi-
ronment. When moving from a network simulator to a physical testbed, some new
challenges might come, which need further investigation. For example, the calcu-
lation of the new context weight parameters requires the application of the AHP
algorithm to consider the latest context values. The generation of new weights
needs certain amount of mathematic computation. In a network simulation envi-
ronment, this operation can be done without any concern of energy or computing
resources. However, in a real-world implementation, for instance sensor motes, a
lot of physical constraints might make the realization of the algorithm a nontrivial
task. The computation overhead involved in the AHP calculation might reduce the
benefits it brings. Therefore, some optimizations of the original AHP algorithm
might be needed such that a satisfactory result could be achieved in a real-world
implementation. Additionally, a theoretical analysis of the computation complex-
ity of using the AHP algorithm to adjust the context parameters at run-time is also
of great interest.
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Chapter 9

Acronyms

AHP Analytical Hierarchy Process

ARQ Automatic Repeat reQuest

BLR Beacon Less Routing

CAOR Context-aware Adaptive Opportunistic Routing

CBR Constant Bit Rate

CDF Cumulative Distribution Function

CSMA Carrier Sense Multiple Access

CTS Clear To Send

DFD Dynamic Forwarding Delay

DTN Delay Tolerant Network

DSDV Destination Sequence Distance Vector

EAX Expected Anypath Transmission

EOF Energy Objective Function

ETX Expected Transmission Count

EWMA Exponential Weighted Moving Average

ExOR Extremely Opportunistic Routing

FCC Federal Communications Commission

FEC Forward Error Correction

GOP Group of Pictures
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GPSR Greedy Perimeter Stateless Routing

IEEE Institute of Electrical and Electronics Engineers

IP Internet Protocol

LIVE Link Validation Estimation

LQI Link Quality Indicator

MANET Mobile Ad-hoc Network

MAC Medium Access Control

MCU Micro Controller Unit

MPR Multi Point Relaying

OLSR Optimized Link State Routing

OR Opportunistic Routing

PDR Packer Delivery Ratio

QoS Quality of Service

QoE Quality of Experience

RSSI Received Signal Strength Indicator

RTT Round Trip Time

RTS Request To Send

SCAD Sensor Context-aware Adaptive Duty-cycled routing

SNMD Sensor Node Management Device

SSIM Structural SIMilarity

TCP Transport Control Protocol

TLG Topology and Link-quality aware Geographic routing

UDP User Datagram Protocol

USB Universal Serial Bus

VANET Vehicle Ad-hoc Network

VQM Video Quality Metric

UAV Unmanned Aerial Vehicle
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UAVNet UAV Ad-hoc Network

WMN Wireless Mesh Network

WSN Wireless Sensor Network

WMSN Wireless Multimedia Sensor Network
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Hannes Hartenstein. Contention-based forwarding for mobile ad hoc net-
works. Ad Hoc Networks, 1(4):351–369, 2003.

[58] Frieder Ganz, Payam Barnaghi, Francois Carrez, and Klaus Moessner.
Context-aware management for sensor networks. In Proceedings of the 5th
International Conference on Communication System Software and Middle-
ware, page 6. ACM, 2011.

[59] Yu Gu and Tian He. Data forwarding in extremely low duty-cycle sen-
sor networks with unreliable communication links. In Proceedings of the
5th international conference on Embedded networked sensor systems, pages
321–334. ACM, 2007.

[60] H.264/MPEG-4 AVC Encoding.

[61] Zygmunt J Haas, Marc R Pearlman, and Prince Samar. The zone routing
protocol (zrp) for ad hoc networks. draft-ietf-manet-zone-zrp-04. txt, 2002.

[62] Hall Video Sequence.

[63] Ivaylo Haratcherev, Gertjan Halkes, Tom Parker, Otto Visser, and Koen Lan-
gendoen. Powerbench: A scalable testbed infrastructure for benchmark-
ing power consumption. In Int. Workshop on Sensor Network Engineering
(IWSNE), pages 37–44, 2008.

189



BIBLIOGRAPHY

[64] W.B. Heinzelman, A.P. Chandrakasan, and H. Balakrishnan. An
Application-Specific Protocol Architecture for Wireless Microsensor Net-
works. IEEE Transactions on Wireless Communications, 1(4):660–670, Oc-
tober 2002.

[65] Wendi Rabiner Heinzelman, Joanna Kulik, and Hari Balakrishnan. Adaptive
protocols for information dissemination in wireless sensor networks. In Pro-
ceedings of the 5th annual ACM/IEEE international conference on Mobile
computing and networking, pages 174–185. ACM, 1999.
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