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Meridian-based Grouping
in Overlay Networks

Meridian-basierte Gruppierung in Overlay-Netzwerken

Matthias Scheidegger, Torsten Braun, University of Bern (Switzerland)

Summary The performance of peer-to-peer and overlay net-
works depends to a large extent on their awareness of the
underlying network’s properties. Several schemes for estimat-
ing end-to-end network distances have been proposed to
simplify this task. The mOverlay framework identifies groups
of nodes that are near to each other in the network top-
ology. Instead of distances between nodes mOverlay measures
distances between groups. However, mOverlay’s locating pro-
cedure has a number of drawbacks. We propose an alternate
method for identifying groups using Meridian’s closest node
search. Simulation results based on PlanetLab measurements
indicate that the Meridian-based approach is able to out-
perform mOverlay in terms of joining delay, the size of the
identified groups, and their suitability for a distance esti-
mation service. This alternate method for identifying groups
is our main contribution. ��� Zusammenfassung Die
Leistungsfähigkeit von Peer-to-Peer und Overlay-Netzen hängt

weitgehend von der Kenntnis der Eigenschaften des unterlie-
genden Netzes ab. Verschiedene Mechanismen zur Distanz-
schätzung wurden hierzu in der Vergangenheit vorgeschlagen.
Das Verfahren mOverlay identifiziert Gruppen von Knoten,
welche in einer Netztopologie nahe beieinander liegen. Statt
Distanzen zwischen einzelnen Knoten zu bestimmen, werden
Distanzen zwischen Gruppen ermittelt. Das mOverlay-Verfah-
ren hat jedoch gewisse Nachteile. Daher wird in diesem Artikel
ein alternatives, auf Meridian basierendes Verfahren zum Er-
mitteln von Gruppen vorgeschlagen. Meridian unterstützt die
Suche von nächsten Knoten zu einem gegebenen Knoten.
Der Hauptbeitrag dieses Artikels besteht in diesem alternati-
ven Verfahren. Simulationen, die auf Messungen in PlanetLab
beruhen, zeigen, dass das alternative Verfahren hinsichtlich
Gruppenbeitrittsverzögerungen, der Größe identifizierter Grup-
pen sowie der Qualität der Distanzschätzungen Verbesserungen
erzielt.

KEYWORDS C.2.4 [Computer Systems Organization:Computer-Communication Networks: Distributed Systems], C.2.1 [Com-
puter Systems Organization: Computer-Communication Networks: Network Architecture and Design] distributed
applications, peer-to-peer, overlay networks

1 Introduction
Peer-to-peer and overlay networks
use logical topologies rather than
the physical topology of the un-
derlying network. This allows them
to achieve many desirable aims like
high scalability or high resilience to
node failures. A single logical link
connecting two nodes may in fact
span many links on the physical net-
work. This property is commonly
referred to as the stretch of an
overlay topology. Overlay networks
usually perform better, if neighbors

in the overlay topology are also close
to each other in the physical net-
work. On the other hand, logical
links with high stretch can make an
overlay topology more resilient to
node failures.

In recent work [5] we have
proposed an overlay distance meas-
urement service using local groups
similar to those in mOverlay. In
addition, our approach is also able
to detect whether or not remote
nodes are close together. This is
achieved by analyzing time series

of distance measurements to remote
hosts (obtained, e. g., using ping).
Similarities in any two time series
indicate that the respective remote
nodes are close to each other. This
enables two improvements. First,
the service can be deployed easily,
because remote hosts only need to
respond to standard tools like ping
and do not have to run any special
software. Second, when looking at
the network from a given location,
far away groups are often indistin-
guishable from each other and can
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be viewed as a single entity. In such
cases the local group only needs to
store a single distance record for
a set of remote groups, which im-
proves the scalability of the service.

Initially, we planned to use
mOverlay as a mechanism to iden-
tify local groups. However, we have
found that replacing a part of
mOverlay’s locating algorithm with
Meridian’s closest node search im-
proves its accuracy and reduces the
time it takes for a node to join the
overlay network. Our contribution
in this paper is the modified locating
algorithm, which we compare to the
dynamic landmark procedure origi-
nally proposed for mOverlay in [2].

Although our work mainly
aimed at optimizing the perform-
ance of our distance measurement
service, the resulting algorithm is
useful for more than this particu-
lar purpose. The grouping structure
generated by the algorithm can
also be helpful in constructing
other kinds of overlay topologies,
especially those concerned with op-
timizing transmission latency. Its
distinguishing feature is that groups
can be used as approximate equiv-
alence classes with respect to trans-
mission latency. Therefore, instead
of computing an optimal topology
connecting all nodes in a overlay
network, we can solve the smaller
problem to find the optimal top-
ology connecting these groups.

The grouping structure may also
influence the search algorithms used
in peer-to-peer networks. For ex-
ample, when a peer tries to find
a specific document, it may be effi-
cient to send the query to its local
group first and only send it to other
groups, if the initial request is not
successful. Moreover, the query may
be sent differently to members of the
same group (e. g., using flooding)
than to members of other groups.
For peer-to-peer networks support-
ing replicas, the distance informa-
tion between groups can also help
finding the closest replica, which
again optimizes the network load
of the system. This also applies to
latency-sensitive applications such

as conferencing tools or online
games.

2 Related Work
2.1 mOverlay
The mOverlay [2] framework uses
a two tier overlay structure. At tier
one, nodes that are close to each
other form groups and communi-
cate directly with other members of
the same group. At tier two, groups
select a number of nearby groups
as their neighbors. The groups are
chosen such that they can be used
as equivalence classes concerning
the distance metric. This reduces
the endpoint-to-endpoint distance
estimation problem to the much
smaller problem of estimating dis-
tances between groups. Moreover,
this structure can serve as a ba-
sis for constructing efficient over-
lay topologies, because it distin-
guishes between efficient short dis-
tance links inside the groups and
potentially inefficient long distance
links between groups. Using short
links is usually more efficient since
it reduces the traffic load on the
network. Moreover, short links of-
ten have more capacity than long
ones. Nonetheless, optimal overlay
topologies can only be created using
a mix of short and long links [9].

In order to decide whether or
not a joining node belongs to
a given group the following group-
ing criterion is used [2]: “When
the distance between a new host Q
and group A’s neighbor groups is
the same as the distance between
group A and group A’s neighbor
groups, then host Q should belong
to group A.”

New nodes iteratively search for
a group that meets this group-
ing criterion. When a node joins
the overlay network it first con-
tacts a rendezvous point and obtains
contact information for a set of ran-
domly chosen boot hosts. For each
boot host it starts a locating process,
which tries to find a suitable group
for the node. Using several locating
processes increases the robustness of
the approach, because it reduces the
probability that the algorithm finds

a sub-optimal group or even fails to
find a suitable group to join. The al-
gorithm starts by contacting a boot
host, which returns a set of dis-
tances between the boot host’s own
group and its neighbors. The joining
node then measures and compares
its own distances to these neigh-
bor groups. If the grouping criterion
is met, the process terminates and
the node joins the group of the
boot host. Otherwise, the algorithm
chooses the neighbor group that is
nearest to the new node and repeats
the process. After a predefined num-
ber of unsuccessful iterations, or if
all available groups have been vis-
ited, the new node creates its own
group. When a node creates a new
group it selects its neighbors from
the closest groups it has seen dur-
ing the locating process, and their
neighbors. It then contacts each of
the selected neighbors in order to
allow them to adjust their own
neighbor tables if needed.

We argue that mOverlay’s struc-
ture, which is based on maintaining
links to the nearest groups, is not
optimal. This affects the perform-
ance of the locating algorithm and
may make mOverlay less robust.
In Section 3, we give more details
on these problems, and we present
an optimized, Meridian-based algo-
rithm.

2.2 Meridian
Meridian [3] is a “framework
for performing network position-
ing without embedding nodes into
a global virtual coordinate space”.
It has another focus than mOverlay.
Its three main functions are closest
node discovery, central leader elec-
tion, and multi-constraint search.
For our work we use Meridian’s
closest node discovery. Meridian
nodes form a loosely connected
overlay network. They exchange
information about other overlay
nodes using a gossiping protocol
and keep track of a fixed num-
ber of peer nodes. These nodes
are sorted into non-overlapping,
concentric rings of exponentially
growing width around the Meridian
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node. The ith ring contains nodes
with latencies between αsi – 1 and αsi

from the center, and the outermost
ring contains nodes with latencies
αsi∗ and more (i∗ designates the
number of rings). Within each ring,
the nodes are selected to maximize
diversity. This is done by construct-
ing k-polytopes (i. e., generalized
polyhedra) based on the distances
between the nodes. The algorithm
selects the k candidate nodes that
form the polytope with the largest
hyper-volume.

A closest node search aims to
identify the Meridian node that is
closest to a given end system E in
the network. To start the procedure
we send a request to an arbitrary
Meridian node. This node measures
its latency to E and selects the nodes
from its cache to which it has simi-
lar latency. It then contacts each
of these nodes and asks them to
measure and report their respective
latency to E. The node with the
smallest latency to E becomes the
next hop, and the procedure repeats.
When the next hop is only insignif-
icantly closer than the current one
the closest node search terminates
and the current node is selected.

2.3 Distance Estimation
A considerable amount of work
on network distance estimation has
been published in recent years. One
of the earliest designs, IDMaps [11],
is a distance estimation service that
relies on tracers placed at key lo-
cations throughout the network.
The distance between two clients
is estimated by the sum of the
distances between the nodes and
their respective nearest tracers, plus
the distance between those trac-
ers. Dynamic Distance Maps [12]
uses a similar way to estimate dis-
tances, but uses the tracers to hi-
erarchically decompose the Internet
into regions. The main weakness of
these approaches is that they need
a large number of servers deployed
at strategic locations throughout the
Internet in order to be effective. This
is an obstacle for the acceptance
of these approaches, since it re-

quires a considerable investment as
well as coordination between Inter-
net service providers. Nevertheless,
they have the advantage that they
could provide a global distance esti-
mation service without necessitating
changes to the end systems.

An important part of the work
on network distance estimation
focuses on coordinates-based ap-
proaches, which normally embed
measured network distances in n-di-
mensional Euclidean space such that
the Euclidean distance between two
nodes is a good estimate of their dis-
tance in the network. GNP [13] is
a prominent member of this fam-
ily. Clients measure their distance
to a fixed set of landmark nodes
with known coordinates and com-
pute their own coordinates using
simplex downhill minimization. It
has been argued that its fixed set of
landmarks impairs GNP’s scalability
and makes it vulnerable to attacks
and node failures. Consequently,
more robust approaches like Light-
house [14] have been proposed.
Here, a varying subset of overlay
nodes may be used as landmarks
(called lighthouses). Vivaldi [15]
does not use any landmarks. In-
stead, it passively monitors network
traffic to obtain distance measure-
ments and applies a distributed al-
gorithm to iteratively adjust the co-
ordinates of the nodes. Coordinates-
based approaches have a number of
advantages. They require little addi-
tional infrastructure in the network
(GNP), or none at all (Lighthouse,
Vivaldi). Furthermore, coordinates
can be included in peer-to-peer
messages. This enables nodes in
a peer-to-peer network to estimate
their distance to other nodes with-
out having to issue a request to the
service. Peer-to-peer topologies can
also be built based on coordinates
using geometric methods. A com-
mon disadvantage of the known co-
ordinates-based approaches is that
they can only estimate distances be-
tween nodes actively participating in
the system. A global, coordinates-
based distance estimation service
would therefore require every end

system on the Internet to run spe-
cific software, which is hard to
achieve.

2.4 Grouping
The concept of grouping end sys-
tems has been used in various re-
lated works, either to reduce the
complexity of overlay topologies
or to achieve locality-awareness.
IDMaps [11] creates groups of end
systems with similar IP addresses,
called address prefixes. The idea be-
hind this form of grouping is that
end systems with the same IP ad-
dress prefixes tend to be close to
each other since routing in the Inter-
net is often hierarchical. However,
there are many exceptions to this
rule. For example, two end systems
with adjacent IP addresses may be
connected to the Internet using dif-
ferent technologies, such as ethernet
or modem links, resulting in very
different latency observed by nodes
in the same group. M-coop [16]
uses a similar approach but also
considers the autonomous system
topology of BGP to obtain more de-
tailed information about the routing
of IP addresses. Grouping based on
IP addresses is used to construct
end system multicast topologies in
MULTI+ [10]. Similar receiver ad-
dresses tend to be assigned to the
same subtree, leading to a multicast
tree that approximately follows the
locality of the receivers.

Dynamic Distance Maps [12]
creates a hierarchical clustering of
the Internet based on the meas-
ured latencies between a set of
measurement servers. Groups are
formed by assigning end systems
to their respective nearest measure-
ment servers.

Binning [17] is a concept use-
ful for adding topology awareness to
structured peer-to-peer networks.
Nodes are assigned to bins based
on their distance to a small set of
landmarks. The scheme maintains
a d-dimensional Cartesian coordi-
nate space partitioned into zones.
Each peer measures its distance to
the landmarks and sorts the results
in ascending order. Nodes are as-
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Schwerpunktthema

signed to the same bin if they have
the same landmark ordering. The
effect of this scheme is that nodes
from the same bin tend to be close
to each other on the underlying net-
work.

3 Meridian-based Locating
A problem of mOverlay is its top-
ology. Because the groups choose
neighbors from their close proxim-
ity, the logical links between the
groups are very short. This affects
the performance of the locating al-
gorithm, since the algorithm follows
the topology and thus can only
make small steps towards the tar-
get node. If the target node is far
away, taking bigger steps would be
more efficient. Another problem is
that mOverlay’s topology is prone to
so-called network-splits – partition-
ings of the system into two or more
independent parts due to node or
link failures.

In order to overcome these
problems we have defined an al-
ternative group locating algorithm
based on both mOverlay and Merid-
ian. We take the group concept
from mOverlay but change the over-
lay structure. The groups no longer
have neighbors. Instead, the group
leaders become Meridian nodes.
When a new node wants to join,
it goes through the following pro-
cedure: First, the new node locates
a boot node (i. e., a group leader)
by sending a request to the ren-
dezvous point. It then asks this boot
node to start a Meridian closest
node search with itself as target.
The search returns the address of
the closest group leader to the join-
ing node. At this point, the new
node checks the grouping criterion
to find out whether or not to join
this group. If the criterion is met
the new node joins the group. Oth-
erwise, it creates a new group and
becomes a Meridian node itself.

Unfortunately, we cannot di-
rectly use mOverlay’s grouping cri-
terion, because in our Meridian-
based approach groups do not have
neighbors. We solve this problem
using Meridian’s node cache. The

group leader found by Meridian’s
closest node search selects a ran-
domly chosen set of verification
nodes from its node table and cre-
ates a list of addresses and latencies
to these nodes. The new node re-
ceives this list and in turn measures
its latency to each of the verifica-
tion nodes. This provides us with
two comparable sets. Furthermore,
because mOverlay’s grouping crite-
rion is formulated in general terms
we also need to specify exactly when
two distances can be considered “the
same”. We say distances x and y are
the same if

(x ≥ y) ∧ ((1 – g) · x ≤ y)

or

(x < y) ∧ ((1 – g) · y ≤ x)

holds for a grouping threshold
g ∈ [0, 1). The test checks the rela-
tive difference between two dis-
tances. For example, with a group-
ing threshold of 0.05 we consider
two distances the same if they are
within ±5% of each other. A new
node joins a group, if the test above
succeeds for every verification node.

We believe that this com-
bined approach to grouping nodes
solves the problems discussed above.
Meridian’s closest node search
makes the search more efficient. The
approach is also less prone to net-
work-splits than mOverlay because
Meridian nodes maintain a more di-
verse set of peer nodes. The loose
overlay structure also makes the
system more resilient to node fail-
ures. A possible drawback of our
algorithm is that it only checks
the grouping criterion for a sin-
gle group, which bears the danger
that the algorithm might skip over
the optimal one. Fortunately, the re-
sults in Section 5, more precisely the
good quality of the identified groups
as shown in Fig. 1 and 3, suggest that
this kind of error is rare.

4 Implementation
of Simulators

In order to compare the perform-
ance of mOverlay’s locating algo-

rithm to our Meridian-based algo-
rithm we have implemented simu-
lators for the two approaches. Both
simulators are based on a black box
network model given by a matrix
of the end-to-end latencies between
each pair of endpoints in the simu-
lation. For our experiments we use
a matrix derived from all-sites ping
data measured on PlanetLab [6].
Due to the nature of PlanetLab,
we cannot assume that these meas-
urements are fully representative
for all settings, in which the ap-
proach might be applied (more de-
tailed considerations can be found
in [8]). Nevertheless, we believe
that they are realistic enough to al-
low for meaningful analysis of the
approach. In both simulators the
nodes join the overlay network one
after the other, in pseudo-random
order (given by the seed value). For
each node we record the time that
expires until it joins a group or
creates its own group. When the
simulation ends, we examine the re-
sulting groups according to several
criteria, which we discuss in Sec-
tion 5.

We simulate mOverlay with
a simple message-based approach,
where each message fits into a single
packet and the message processing
at a node does not take any time.
Thus, a request-response message
exchange takes exactly one round-
trip time to complete, which is
a lower bound for any real imple-
mentation of the framework. Fur-
thermore, we skip mOverlay’s initial
request to the rendezvous point be-
cause the performance of this step
depends heavily on the implementa-
tion of the mechanism (e. g., a well-
known address, a DNS-based ap-
proach, etc.) and possibly on the
placement of the rendezvous point.
In the simulator, the locating pro-
cesses of a joining node run in
parallel and stop, when one of them
finds a group that meets the group-
ing criterion. A locating process also
stops, if its next hop would be
a group it has already visited. If
none of the locating processes are
successful, the joining node gives
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up and creates a new group. Locat-
ing processes keep a list of visited
groups. When a new group is cre-
ated its neighbors are selected from
the lists of all its locating processes.
The first two joining nodes are spe-
cial cases. They automatically create
new groups because the grouping
criterion cannot be evaluated with-
out further nodes. As mentioned in
Section 3, mOverlay does not define
how to test, if two distances are the
same. However, we need to test this
to check the grouping criterion. We
have used the test from Section 3
also for the mOverlay simulation,
because it is a natural choice.

In contrast to the mOverlay
simulator, where we implemented
all necessary messages, we did not
implement the Meridian approach
ourselves. Instead, we have used the
official Meridian C++ implementa-
tion [4]. We have written wrapper
code to redirect any messages to
a simulation back-end instead of
the network, and we have changed
Meridian’s time-keeping code to use
the simulation time instead of the
system clock. Each Meridian node
is now a C++ object in the sim-
ulator rather than a physical node
on the network. When it sends
a packet the simulator determines
the appropriate transmission latency
using the underlying network model
and schedules the packet arrival at
the destination node accordingly.
The wrapper objects also evaluate
the grouping criterion at the end
of a joining procedure and cre-
ate a new group if necessary. The
simulation back-end is event-based.
There are three kinds of events: one
for inserting a new node into the
scenario, one for triggering Merid-
ian’s periodic gossip protocol, and
one for packet arrivals at a Merid-
ian node. We start the simulation
by scheduling node join events every
seven seconds (which corresponds
to Meridian’s default gossip inter-
val). When a node joins it starts
by sending a closest node query to
a Meridian node. This search is han-
dled entirely by the original code.
When the query returns, the joining

node contacts the identified closest
node to retrieve a list of verifica-
tion nodes, which the wrapper code
extracts from the Meridian object’s
latency cache. In the simulator we
use a maximum of five verification
nodes.

5 Evaluation
5.1 Simulation Scenario
For the simulations we have used
a matrix of round-trip times be-
tween 77 PlanetLab nodes, based
on all-sites ping data from Planet-
Lab [6]. The simulator estimates
the one-way delay between two end-
points by dividing the appropriate
round-trip time by two. At the time
of writing, 694 machines hosted
by 335 sites were part of Planet-
Lab [7]. This means that each site
hosts only slightly more than two
machines on average. Consequently,
we can expect to find groups of only
a few nodes each in our scenario,
especially since the 77 nodes in
the network model were randomly
selected from the available Planet-
Lab nodes. Using the same data
set [6], we have also studied how
each of the elements in our matrix
changes during the course of one
day following the initial measure-
ment. These additional observations
were made in intervals of 15 min-
utes. The resulting time series are
used for evaluation, as described in
Section 5.2.

5.2 Evaluation Criteria
While the comparison of the joining
delays is straightforward, quantify-
ing the quality of the identified
groups is not. Grouping can exhibit
two kinds of errors, false positives
and false negatives. If a node er-
roneously joins a group, this is
considered a false positive and in-
creases the error of grouping. A false
negative occurs, if a node erro-
neously does not join a group and
creates a new one instead. This
results in too many groups and im-
pairs the efficiency and scalability of
the overlay network. Unfortunately,
due to the black box nature of our
network model, we cannot say a pri-

ori, whether a node should join
a group or not and are thus unable
to directly identify false negatives.
Nevertheless, we can define three
criteria for the quality of the iden-
tified groups.
• Members of a group should be

close to each other. Accordingly,
we compute the mean round-
trip time between members of
the same group. Groups with
only one node are ignored in
this case.

• Bigger groups are preferable be-
cause they reduce the complex-
ity of the overlay network. We
use the average number of nodes
per group as the second crite-
rion.

• One important assumption in
mOverlay is that, if two nodes A
and B are in the same group, the
distances AC and BC to a node
C outside the group are nearly
the same. This property enables
significantly better scalability of
the service. However, it must
also hold over time. Otherwise,
we would have to permanently
reorganize the groups. We de-
fine the third criterion accord-
ingly: If A and B are in the same
group, ACt should be a good
prediction for BCt , even if both
values vary with the time of
measurement t.

We verify this using the time se-
ries of round-trip times between the
two nodes. Two measurements ACt

and BCt are out-of-band of each
other if

ACt > (1 – b) · ACt > BCt

or

BCt > (1 – b) · BCt > ACt

holds for a relative margin (or band)
b ∈ [0, 1). The out-of-band ratio be-
tween two nodes is the ratio of out-
of-band measurements in the re-
spective time series. In this paper we
use a margin of 10% (b = 0.1).

5.3 Group Quality
As a first comparison we look at the
quality of the groups identified by
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Schwerpunktthema

mOverlay and our Meridian-based
approach. For both we use param-
eters that we have found to produce
near optimal results considering the
above criteria for group quality. We
set the maximum number of neigh-
bors for mOverlay groups to eight
and the number of parallel locating
processes to five. For the Meridian-
based approach we set the max-
imum number of verification nodes
to five.

Fig. 1 shows the mean round-
trip times between group mem-
bers for the grouping thresholds
1%, 2%, 5%, 10%, 20%, and 50%
(using a logarithmic scale for bet-
ter readability). The graphs use
a dot-and-whisker format show-
ing the mean with a 90% confi-
dence interval, obtained by running
the simulation with 100 different
seeds. We have also slightly stag-
gered the graphs along the ho-
rizontal axis to improve readability.
As Fig. 1 shows, a lower threshold
also leads to smaller distances be-
tween group members for both ap-
proaches. The effect is much bigger
for mOverlay because the group-
ing threshold affects every iteration
of the locating process, while the
Meridian-based locating algorithm
only uses the grouping threshold
for its final step. mOverlay’s lo-
cating process checks the grouping
criterion in every step (see Sec-
tion 2.1) and thus has a chance
to settle with a suboptimal group
if the threshold is large. Never-
theless, the round-trip times be-
tween group members of mOver-
lay are always bigger on the aver-
age than those of the Meridian-
based approach. Moreover, the con-
fidence intervals for mOverlay are
bigger. We conclude that the Merid-
ian-based approach performs better
than mOverlay with respect to the
first criterion.

The second aspect we exam-
ine is the average number of nodes
per group. Fig. 2 shows the group
size for the same grouping thresh-
olds as Fig. 1. The groups identified
by the Meridian-based approach
are bigger for grouping thresholds

up to 10%. In contrast, mOverlay
identifies much bigger groups with
grouping thresholds above 10%, but
this comes at the price of much

Figure 1 Mean intra group distance.

Figure 2 Average nodes per identified group.

Figure 3 Mean out-of-band ratio using a 10% band.

higher round-trip times between
group members. As expected, group
sizes are rather small because of the
wide distribution of the nodes.
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If the identified groups shall be
used as a basis for a distance esti-
mation service they must also have
a low out-of-band ratio. We look
at this aspect using again the same
parameters for grouping threshold
and a 10% band for the out-of-
band test. The results can be seen in
Fig. 3.

The Meridian-based approach
has a smaller out-of-band ratio than
mOverlay for all grouping thresh-
olds, and it shows less variance.
Again, mOverlay shows high sensi-
tivity towards the grouping thresh-
old while the out-of-band ratio
of the Meridian-based approach
only increases slightly with growing
grouping threshold.

5.4 Joining Delay
In addition to a good quality of the
identified groups it is also desirable
to find the groups in the shortest
time possible. We compare the two
approaches using the same parame-
ters as in Section 5.3.

Fig. 4 shows the joining de-
lay per node for several grouping
thresholds. Again, mOverlay proves
to be much more sensitive towards
the grouping threshold than the
Meridian-based approach. More-
over, unless the grouping thresh-
old is extremely high the Merid-
ian-based algorithm finds the local
group much faster than mOver-
lay.

The joining delay of mOverlay
nodes is not only sensitive to the
choice of grouping threshold. Refer-
ence [1] discusses the influence of
the maximum number of neighbors
per group and the number of paral-
lel locating processes.

5.5 Effects on Overlay Topology
Construction

As mentioned in Section 1, the
groups identified by our algorithm
can be utilized to simplify the cre-
ation of optimal overlay topologies
by reducing the problem’s size. In
order to illustrate this with relation
to the simulation results presented
above, we consider the construction
of an optimal overlay topology with

Figure 4 Mean joining delay per node.

Figure 5 Mean joining delay in mOverlay.

Figure 6 Mean out-of-band ratio in mOverlay.

n nodes and d directed edges leav-
ing each node. Such a topology is
optimal if the mean distance (i. e.,
round-trip time in our case) be-

tween each possible pair of nodes is
minimal.

We can simplify the problem
by considering each identified group
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Schwerpunktthema

Figure 7 The effect of grouping on the complexity of finding optimal topologies.

a single node in the topology.
The topology inside the groups is
largely irrelevant for the optimiza-
tion, since the round-trip times be-
tween members of the same group
are generally very small. Thus, we
can reduce the problem to only op-
timizing the part of the topology
where significant round-trip times
can be observed.

An upper bound of this op-
timization problem’s complexity is
the number of possible topologies
n
(n – 1

d

)
, given a number n of nodes

and a fixed number d of outgoing
edges of a node. Fig. 7 shows the
number of possible topologies an
optimization algorithm must con-
sider in our scenario of 77 end
systems, for the mOverlay algo-
rithm and our Meridian-based al-
gorithm. The leftmost value shows
the number of possibilities with-
out any grouping. The other values
are derived from the average group
sizes given varying thresholds, in-
cluding their confidence intervals
(see Fig. 2). The formula used is
n
a

(n/a – 1
d

)
, where a is the average

group size.
We can see that the complex-

ity of the optimization problem
is significantly reduced even for
small grouping thresholds. With the
Meridian-based approach, a thresh-
old of already 0.05 reduces the
number of topologies that need to
be considered by more than 50%,
while the mean intra-group distance

and the mean out-of-band ratio re-
main at acceptable levels (see Fig. 1
and 3). In contrast, the optimiza-
tion achieved using the mOverlay
method is significantly worse un-
less we choose a grouping threshold
of 0.2 or above, in which case the
group identification is quite bad.

6 Conclusions
The locating algorithm of mOver-
lay has a number of drawbacks, such
as suboptimal results and long run-
ning times. We have presented an
alternate algorithm that combines
Meridian’s closest node search with
mOverlay’s grouping criterion.

From the simulation results we
conclude that the Meridian-based
locating algorithm is faster in most
cases. It also identifies larger groups
(within a certain parameter range),
and the nodes inside the groups
are closer together than the nodes
in mOverlay groups. Moreover, the
groups identified with the alternate
algorithm also have a smaller out-
of-band ratio, which indicates better
suitability for a distance estimation
service.

In addition to its original use in
a distance measurement service, the
proposed algorithm can also help to
reduce the complexity of optimiz-
ing overlay topologies with respect
to transmission latency. We have il-
lustrated this by demonstrating the
effect based on the simulation re-
sults.
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