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ABSTRACT
The development and evaluation of new algorithms and pro-
tocols for Wireless Multimedia Sensor Networks (WMSNs)
are usually supported by means of a discrete event network
simulator, where OMNeT++ is one of the most important
ones. However, experiments involving multimedia transmis-
sion, video flows with different characteristics, genres, group
of pictures lengths, and coding techniques must be evalu-
ated based also on Quality of Experience (QoE) metrics to
reflect the user’s perception. Such experiments require the
evaluation of video-related information, i.e., frame type, re-
ceived/lost, delay, jitter, decoding errors, as well as inter and
intra-frame dependency of received/distorted videos. How-
ever, existing OMNeT++ frameworks for WMSNs do not
support video transmissions with QoE-awareness, neither a
large set of mobility traces to enable evaluations under differ-
ent multimedia/mobile situations. In this paper, we propose
a Mobile MultiMedia Wireless Sensor Network OMNeT++
framework (M3WSN) to support transmission, control and
evaluation of real video sequences in mobile WMSNs.

Categories and Subject Descriptors
I.5 [Simulation of communication networks]: Miscel-
laneous; I.7 [Integration with other simulation tools]:
Miscellaneous

General Terms
Design, Simulations
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1. INTRODUCTION
With the rapid development of low-cost technologies in-

volving camera sensors and scalar sensors, Wireless Mul-
timedia Sensor Networks (WMSNs) [2] have attracted the
interest of researchers, citizens and industries due to their
wide scope of potential applications in both military and
civilian areas. As an extension of traditional scalar Wireless
Sensor Networks (WSNs), WMSNs are composed of wireless
interconnected camera sensor nodes equipped with multime-
dia devices, e.g., a camera and/or microphone. The camera
nodes are capable of retrieving video/audio streams, still
images, as well as scalar sensor data.

WMSNs promise a wide scope of Internet of Things (IoT)
or smart cities applications that require visual and audio
information, such as multimedia surveillance, traffic moni-
toring, personal health care, and environmental monitoring.
The multimedia data in such applications enable the end-
user (or system) to visually determine the real impact of an
event and being aware of what is happening in the environ-
ment. Users can also detect the objects or intruders, and/or
analyse scenes based on visual information [12].

Additionally, the advances in mobile communications are
enhancing WMSN scenarios with mobility support for ob-
jects, sensor nodes or both. The objects that have to be
monitored (e.g., cars, people or animals) are naturally mo-
bile. These objects might have sensors, and, thus, the sen-
sors might become mobile. For example, the sensors might
be integrated into mobile personal devices, such as smart-
phones or cars. Furthermore, the objects or special mobile
devices, such as robots or unmanned aerial vehicles, might
have Base Stations (BS) responsible for receiving multime-
dia data.

In the context of IoT/smart cities applications, several al-
gorithms and protocols have been developed for fixed and
mobile WMSNs [2, 12]. However, due to the mobility and
multimedia-awareness of future WMSNs, it is necessary to



provide an in-depth analysis of protocols, algorithms and
applications that can lead to optimizations that can also
be based on video-related characteristics and impairments.
Thus, an event-driven simulation is required to allow the
evaluation of different parameters before the real deploy-
ment in a more comprehensive manner (reducing cost, time
and human resources).

In terms of performance evaluation, solutions involving
multimedia transmission and management must evaluate the
video content from the user’s perspective, by using Quality
of Experience (QoE) metrics, such as Structural Similarity
(SSIM) and Mean Opinion Score (MOS). This is due to the
fact that Quality of Service (QoS) metrics do not reflect the
user’s perception in the same way as the QoE metrics do,
and, hence, the QoS metrics fail to reflect the subjective fac-
tors associated with human’s experience [13, 16]. However,
the current network simulators and frameworks for WMSNs
do not support the QoE and video-aware transmission na-
tively. Additionally, existing simulator frameworks do not
provide a large set of mobility models to enable more com-
plex mobile simulations as expected for many smart cities
applications, such as car-based video surveillance schemes.

In this paper, we propose an OMNeT++ framework, called
Mobile Multi-Media Wireless Sensor Network (M3WSN) [14].
The proposed framework is based on OMNeT++ and Castalia
[4] to support multimedia transmission for fixed and mobile
scenarios with QoE-awareness. There are initial works to en-
able WMSN simulations using OMNeT++, such as WiSE-
MNet [10] and WVSN [11], which are both specific frame-
works based on Castalia. Castalia is a well-known frame-
work for WSN simulation and provides detailed implemen-
tation of realistic wireless channel and radio models. Thus,
we decide to choose Castalia as our development platform,
and integrate the functionalities of WiSE-MNet and WVSN
due to their importance for WMSN experiments. Moreover,
the M3WSN framework implements full support for deliver-
ing, control, and evaluating real video sequences in fixed and
mobile scenarios with the aid of mobile traces. We believe
that a new set of mobile multimedia-based solutions can be
evaluated and optimized with the aim of M3WSN.

The remainder of this paper is structured as follows. In
Section 2 provides the state of the art analysis for the net-
work simulators/frameworks, and also discuss their main
problems with regard to multimedia transmission and mobil-
ity models. Section 3 outlines the proposed M3WSN frame-
work. Simulations were carried out to show the benefits of
using the M3WSN framework, and are described in Section
4. The paper concludes with Section 5, which summarizes
the main contributions and results of this paper.

2. RELATED WORK
OMNeT++ [17] is a standard and general-purpose tool

employed to study protocols in wired and wireless networks.
Additionally, OMNeT++ has many frameworks to support
mobility, wired/wireless, standard/non-standard protocols,
and energy models. The main frameworks for OMNeT++
include INET [6], INETMANET [7], MiXiM [9], and Castalia.

INET is an open source communication network simula-
tion package for OMNeT++ environment. It contains mod-
els for several wired and wireless network protocols, includ-
ing UDP, TCP, IP, and many others. On the other hand, IN-
ETMANET includes additional protocols and components
to simulate ad hoc wireless networks. It contains multiple

radio wave propagation models, simple battery models, and
a good support for node mobility. Moreover, INETMANET
has many protocols for the MAC layer and network layer
that are already implemented.

Castalia includes advanced wireless channel and radio mod-
els, a physical process (e.g., for event detection). A sensing
model, CPU drift clock and power consumption model, as
well as MAC and routing protocols, including IEEE 802.15.4
are also implemented. However, Castalia does not provide
any advanced functionality for video transmission, control
and evaluation as expected for emerging multimedia appli-
cations, due to the fact that it was originally designed for
WSNs simulation. Furthermore, Castalia was designed for
scalar sensor network simulation and it only includes a very
basic model for mobility, i.e., linear mobility.

Wireless Simulation Environment for Multimedia Networks
(WiSE-MNet) [10] incorporates some of Castalia’s function-
alities/features to provide a generic network-oriented simu-
lation environment for WMSNs. WiSE-MNet addresses the
need for co-designing network protocols and distributed al-
gorithms for WMSNs. Even though designed for WMSNs,
WiSE-MNet does not provide video control and QoE sup-
port, which is a key characteristic to enable multimedia eval-
uation from the user’s perspective. Additionally, it considers
an idealistic communication mechanism to test algorithms
without take into account the unreliable nature of wireless
medium. Moreover, WiSE-MNet does not support node mo-
bility with complex traces as expected in many smart cities
applications.

The Wireless Video Sensor Network (WVSN) model pro-
poses a simulation model for video sensor networks. It de-
fines the sensing range of camera nodes by a Field of View
(FoV), which is more realistic for WMSNs. Additionally, de-
pending on the number of nodes, the model determines the
cover-sets for each sensor node and computes the percent-
age of coverage for each cover-set. Then, this information is
used to increase the frame capture rate, e.g., a node has a
higher capture rate when it has more covers. However, this
work also fails in providing an accuracy video transmission
and evaluation approach, and no mobility is supported.

In this context, it is clear that existing OMNeT++ frame-
works have no support for transmission, control and evalu-
ation of real video sequences as required for many WMSNs
and smart cities scenarios. Hence, it is required a QoE-aware
and video-related framework to manage video flows with
different characteristics, types, GoP lengths, and coding,
while collecting information on the type of each frame re-
ceived/lost, frame delay, jitter and decoding errors, as well as
inter and intra-frame dependency of the received/distorted
videos are required for emerging IoT/WMSNs. Thus, a set
of mobile multimedia-based solutions can be evaluated and
improved with the aim of a new framework.

3. THE M3WSN FRAMEWORK
This section details the proposed Mobile MultiMedia Wire-

less Sensor Network OMNeT++ framework (M3WSN). The
proposed framework integrates functionalities of WiSE-MNet
and WVSN model, and also implements new functionalities
to provide mobile multimedia-aware management. M3WSN
enables to analyse the impact and benefits of novel video-
aware algorithms and protocols for fixed or mobile MWNS
scenarios. The M3WSN framework is publicly available as
open-source at [14], together with all relevant information



and supporting documentation (e.g. installation and user
guides).

3.1 Castalia and WiSE-Mnet frameworks
Castalia is a framework designed to model distributed al-

gorithms for classic WSNs under realistic communication
conditions. The overall architecture of Castalia is composed
of a wireless channel, physical process, and nodes, as shown
in Figure 1. The wireless channel simulates the behaviour of
wireless link, and interconnects different nodes. The phys-
ical process also interconnects nodes, and models a sensed-
data generation to feed the sensor manager of different nodes
with data, which corresponds to a real process with spatial
correlation of data and variability over time. Different mod-
ules compose a node, i.e., communication and application,
sensor, resource, and mobility manager.

Physical Process

Wireless Channel

Sensor 
Manager

Application 
Module

Communication

Resource 
Manager

Mobility
Manager

...

Sensor 
Manager

Application 
Module

Communication

Resource 
Manager

Mobility
Manager

Figure 1: Node architecture of Castalia

From a network layer’s standpoint, the application module
is equivalent to the application layer of the Internet archi-
tecture. The communication module uses a simplified net-
work stack composed of three layers, namely radio (physical
layer definition), MAC and routing. The sensor manager is
responsible for providing the application module with new
samples from physical processes. The mobility manager is
responsible to enable and control mobility within the simu-
lation area. The resource manager models the local usage of
resource, such as, energy consumption, memory usage, and
CPU states.

In contrast to Castalia, WiSE-MNet supports complex
data types, from scalar-based to any data type. At the phys-
ical process module, WiSE-MNet proposes the use of moving
objects on a ground plane with different types of motion, e.g.
linear, circular, and random. Unlike existing works that rep-
resent object as point, the moving object in WiSE-MNet is
represented as a box to enable object detection. In other
words, the moving object has a defined area (bounding box)
that can be used by the camera node to detect if the object is
within its sensing range. At the sensor manager module, the
cameras are assumed to be top-down facing to obtain a sim-
plified projection model. A distributed tracking algorithm
is implemented at application module. Finally, WiSE-MNet
also includes a simple GUI for 2D world representation.

3.2 The Wireless Video Sensor Network model
The WVSN model [11] defines the sensing range of a cam-

era node by a FoV. Unlike to that, wireless sensor nodes
have a sensing range defined by a disk (right side of Figure
2), and, thus, they can sense scalar physical measurements

in an omni-directional way. On the other hand, FoV is de-
fined as triangle, as shown on the left side of Figure 2. The
FoV depends on the direction of the camera (V), angle of
view (α) and depth of view (d). Thus, the sensing range of
a camera node is limited, and depends on the direction of
the camera and its features of angle and depth of view.

V

α

d

Figure 2: Sensing range for camera/scalar nodes

The WVSN model introduces the notion of cover-set. Where,
depending on the number of nodes, the model defines the
cover-sets. For example, a node x has a sensing range, and
the cover-set defines a set of nodes that can cover (sensing)
the same area of the node x. The idea is that when a node
has several nodes covering its sensing range, the node can in-
crease its frame capture rate. This is due to if it runs out of
energy, it can be replaced by one of its covers. Additionally,
the model defines the cover-sets for sensing range defined by
a FoV and not by a circle to improve the accuracy for WM-
SNs scenarios. The frame captures rate increases depending
on the application criticality level. Moreover, the WVSN
model does not aim to improve the coverage by rotating the
camera to the area of interest or including node mobility.

3.3 M3WSN Architecture
The M3WSN framework integrates the functionalities of

the WiSE-MNet and WVSN models due to their initial ef-
forts to model WMSNs. The functionalities include mov-
ing objects, object detection, FoV, cover-set and application
criticality. Figure 3 depicts the M3WSN framework archi-
tecture, including where we integrate the WiSE-MNet and
WVSN functionalities, and also the new functionalities.
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Figure 3: The M3WSN Framework Architecture

In many WMSN applications, such as intrusion detection,



there is a need to simulate the behaviour of moving objects
(intruder). To this end, we implemented the moving object
with bound box (area used to detect the object) at the physi-
cal process to simulate a realistic mobile intruder/object and
to enable intrusion detection. Additionally, there are avail-
able different types of motion for mobile objects, e.g. linear,
circular, random, and others.

The M3WSN framework implements the sensing range
models at the sensor manager module. For scalar sensor
nodes, we include a disk model to enable the nodes to de-
tect the intruder in an omni-directional way. For example,
scalar node detects the presence of mobile objects by detect-
ing the object bound box within its sensing range. On the
other hand, we implemented the FoV model to represent a
camera node with a realistic sensing range model. At the
application module, we included cover-set to improve the
simulation performance for some specific applications.

3.4 Multimedia management
Applications involving multimedia transmission must eval-

uate the video quality level from the user’s perspective, and
also collecting video-related characteristics. In specific terms,
frames with different priorities (I, P and B) compose a com-
pressed video, and the loss of high priority frames causes
severe video distortion from human’s experience. For the
loss of an I-frame, the errors propagate through the rest of
the Group of Picture (GoP), because the decoder uses the
I-frame as the reference frame for all other frames within a
GoP. When this occurs, the video quality recovers only when
the decoder receives an unimpaired I-frame. Second, for the
loss of a P-frame, the impairments extend through the re-
maining of the GoP. Third, the loss of a B-frame affects the
video quality only of that particular frame.

In this context, multimedia flows enable the end-users
(systems) to visually determine the real impact of a de-
tected event, perform object/intruder detection, and analyse
the scenes based on collected visual information. However,
Castalia and its extensions (both WiSE-MNet and WVSN
models) do not enable the transmission, control and evalu-
ation of real video sequences. Therefore, we ported Evalvid
[5] to M3WSN, because Evalvid provides video-related in-
formation, such as frame type, received/lost, delay, jitter,
and decoding errors, as well as inter and intra-frame depen-
dency of the received/distorted videos. This video-related
information enables the creation of new assessment and op-
timization solutions for fixed and mobile WMSN scenarios.

Evalvid is a framework for video transmission and quality
evaluation. Thus, before transmitting a real video sequence,
we need a video source, for example from a video library [8]
or the user can create a new one. Once the video has been
encoded, trace files have to be produced. The trace files
contain all relevant information for transmission, and the
evaluation tools provide routines to read and write these
trace files for multimedia evaluation.

Specifically, there are three kinds of trace files. Two of
them are created at the source side, namely video and sender
traces. On the other hand, the destination node creates the
receiver traces. Figure 4 illustrates the steps to generate
the trace files, and reconstruct the transmitted video based
on these trace files and original video. More information on
how to create these trace files can be found in [5].

The video trace is created once, and contains all relevant
information about every frame that composes the video.

This information includes frame number, type and size; num-
ber of segments in case of (optional) frame segmentation;
and the time to transmit each frame. The source node has to
create a sender trace file for every video transmission, based
on information from the video trace file. The sender trace
is generated with the help of the input routines and data
structures provided by Evalvid, which contains information
about every packet generated before the transmission. The
information consists of time stamp, the packet id and the
packet size. These two trace files together represent a com-
plete video transmission (at the sender side) and contain all
the information needed for further evaluations. The desti-
nation node creates a receiver trace file for every received
video, which is created with the help of the output routines
of Evalvid. The receiver trace also contains the time stamp,
packet id, and payload size.
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Figure 4: Video sequence transmission

We implemented the creation of sender traces at the sensor
manager module, because it supports a camera retrieving a
video. On the other hand, the receiver trace is created at the
application layer module, due to it represents the application
layer receiving multimedia packets and reconstructing the
video. Moreover, the user can define the energy consumption
rate for retrieving each frame, and this value could be chosen
for a real camera.

Regarding multimedia evaluation from a user’s perspec-
tive, there are basically two QoE approaches: objective and
subjective (hybrid methods will not be detailed in this pa-
per). Objective approaches estimate/predict the video qual-
ity level by means of mathematical models or signal process-
ing algorithms. The main objective metrics are the follow-
ing: Peak Signal to Noise Ratio (PSNR), Structural Sim-
ilarity (SSIM), and Video Quality Metric (VQM). Despite
objective metrics easily evaluate the video quality level, they
fail in capturing all the details that might affect user’s expe-
rience. In this context, subjective evaluations are required.
The Mean Opinion Score (MOS) is one of the frequently
used approaches for subjective video evaluation, which con-
sists of human observers rating the overall video quality. For
MOS evaluation, the viewers watch only once a video and
then rate the video quality using the following scale: Bad;
Poor; Fair; Good; and Excellent [1].

In this context, Evalvid provides evaluation traces, which
contain packet and frame losses, as well as delay/jitter. In
specific terms, Evalvid needs the sender, receiver, and video
source traces to generate the evaluation traces. On the other



hand, the video quality assessment is performed frame by
frame. Thus, we need to reconstruct the transmitted video,
which is achieved with the aid of sender, receiver, and video
source traces, as well as the original encoded video. Thus,
it is possible to measure the PSNR by using Evalvid. Ad-
ditionally, we can measure SSIM or VQM by using exter-
nal tools. As soon as we have the original and transmit-
ted videos, we can perform subjective evaluations following
the International Telecommunication Union (ITU-T) recom-
mendations. Detailed information on how to produce these
results can be found in [5].

3.5 Mobility traces
Mobility is one of the most challenging issues in WM-

SNs. To understand how the network behaves under dif-
ferent mobile situations, the node mobility has to be simu-
lated in a reasonable way. In this context, BonnMotion [3]
is a simulator-independent tool to generate mobility traces
for different mobility models. BonnMotion provides several
mobility models, such as the Random Waypoint model, the
Gauss-Markov model, the Reference Point Group Mobility
model, and others. The generated traces can be exported
to NS-2, QualNet, MiXiM, and other compatible simula-
tor. However, the current implementation of BonnMotion
is unable to generate traces that could be used by Castalia,
WiSE-MNet and WVSN frameworks. However, node mobil-
ity is not the main focus of the current Castalia framework,
which has only support for static and linear mobility models.

According to M3WSN architecture, the mobility manager
is responsible to enable and control node mobility within
the simulation area. In this context, we implemented Bon-
nMotion at the mobility manager module to fully support
different mobility models. Additionally, the M3WSN frame-
work enables the user to configure the energy consumption
for a node to move to a certain distance to make the simu-
lation more realistic.

Mobile WMSNs consist of geographically dispersed nodes
with a lack of a central infrastructure, which implies that
the network does not have a fixed topology. In this context,
topology control is important for enabling nodes to be aware
of topology changes and, thus, determining an appropriate
topology to keep the connectivity. To this end, the topology
control enables the mobile nodes to move with a certain
formation to keep their connectivity with each other [19].

In contrast to Castalia architecture that does not allow
the mobility manager and application module to commu-
nicate with each other, the M3WSN framework extended
the node architecture, as outlined in Figure 3. In specific
terms, M3WSN enables the application module send mes-
sages to mobility model. Then, the node can change the
movement/direction based on topology control information.

4. EVALUATION
In this section, we introduce a use case that makes use of

M3WSN framework to obtain key video-related information,
such as frame type and GoP length for creating new assess-
ment and optimization solutions. Additionally, the proposed
use case shows the importance to evaluate the transmitted
video sequences from the user’s perspective. This use case
scenario is expected for MWSNs/smart cities applications.

4.1 Scenario description

We implemented a QoE-aware FEC (Forward Error Cor-
rection) mechanism for intrusion detection in multi-tier WM-
SNs, which was proposed by [20]. The multi-tier architecture
is used due to its considerable advantages in terms of reduced
energy consumption, better scalability and reliability, lower
loss, and higher functionality compared to single-tier archi-
tecture. The constraints of sensor nodes increase wireless
channel errors, and application-level FEC can be employed
as an error control scheme for handling losses in WMSN
communications. FEC schemes achieve robust video trans-
mission by sending redundant packets. In case of packet loss,
the original frame can be recovered from the redundant in-
formation.

The QoE-aware FEC mechanism creates redundant pack-
ets based on frame importance from user’s experience, and
thus reduces the packet overhead, while keeping the video
with a good quality. The QoE-aware FEC mechanism cre-
ates redundant packets for I-frames and the first 50% of
P-frames. On the other hand, B-frames and the last 50%
of the P-frames are transmitted without create redundant
packets. We defined the packet redundancy of 80%.

On the basis of the multi-tier intrusion detection scenario
described above, simulations were carried out to evaluate the
transmitted video from the user’s perspective by using QoE-
aware FEC. Following this, we simulated a simple FEC ap-
proach, i.e. creating redundancy for all the frames (simple-
FEC), and also without any FEC mechanism (no-FEC). The
simulations were carried out and repeated 20 times with dif-
ferent seeds for random number generation to provide a con-
fidence interval of 95% (vertical bars in graphics). Table 1
shows the simulation parameters for these solutions.

Table 1: Simulation parameters

Parameter Value
Field Size 80x80
Base Station Location 40, 0
Initial location of intruder 0, 0
Intruder movement type Random mobility
Intruder velocity 1.5
Total number of Nodes 100
Number of high-tier nodes 25
High-tier nodes topology Grid
Low-tier nodes topology Uniform
Initial Energy for low-tier nodes 20 J
Transmission Power -10 dBm
Path loss model Lognormal

shadowing model
Radio model CC2420
Video sequence Hall
Video Encoding H.264
Video Format QCIF (176 x 144)
Frame Rate 26 fps

The simulations consist of a multi-tier architecture, com-
posed of two tiers, as shown in Figure 5. In the lower tier,
scalar sensor nodes perform intrusion detection, e.g. using
vibration sensors, to wake up the higher tier camera nodes.
On the other hand, the high-tier nodes, i.e. camera sen-
sors nodes, will only be woken up on-demand to retrieve
real-time video of the intruder that has been detected pre-
viously by the lower tier (scalar sensor), and send the video



stream to the BS. As mentioned before, M3WSN enables
to include the energy consumption for retrieving each frame
that composes a video, as expected to model realistic simu-
lation scenario. In this context, we set this value according
to the values from CMUcam3 [15]. Additionally, it is also
possible to define the energy consumption for transmitting
packets, and we configured this value based on TelosB.

Wake up

Figure 5: Multi-tier architecture for intrusion de-
tection

The simulation starts with an intruder located at (0,0),
and during the simulation the intruder moves in a random
way. As soon as the low-tier detects the intruder, it must
wake up the high-tier to send the video flows. Video se-
quences provide more precise information for users and au-
thorities (e.g. the police) about the intruder, and enable
them to monitor, detect, and predict the intruder’s moving
direction. Additionally, they allow the authorities to take
precise decisions based on valuable visual information.

Existing works on multimedia area classify the videos into
three categories, according to their motion and complexity
levels, i.e. low, median and high. For example, Aguiar et
al. classify the Hall video sequence (taken from the Video
Trace Library) as low movement, which means that there
is a small moving region on a static background, i.e. men
walking in a hall [1].

We evaluated the transmitted videos by means of two
well-known objective QoE metrics, i.e. SSIM and VQM, ob-
tained by using the MSU Video Quality Measurement Tool
(VQMT) [18]. SSIM measures the structural distortion of
the video, and attempts to obtain a better correlation with
the user’s subjective impression. SSIM has values ranging
from 0 to 1, a higher value meaning a better video quality.
On the other hand, VQM measures the“perception damage“
of video experienced, based on features of the human visual
system, including distinct metric factors such as blurring,
noise, colour distortion and distortion blocks. For VQM, a
value closer to 0 means a video with a better quality.

4.2 Simulations results
First, we analyse the performance of no-FEC, simple-FEC

and QoE-aware FEC solutions using Packet Delivery Ratio
(PDR) with respect to the number of hops. By analysing the
results, we can see that the solution without creating redun-
dant packets has a higher PDR compared to simple-FEC and
QoE-aware FEC. Additionally, the QoE-aware FEC mech-
anism has intermediate PDR compared to the simple-FEC
and no-FEC solutions. This is due to simple-FEC and QoE-
aware FEC solutions create redundant packets, which cause
more interference and thus more packet losses.
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Figure 6: PDR with respect to number of hops

Moreover, the reason for QoE-aware FEC outperforms
the simple-FEC solution in terms of PDR is related to the
amount of redundant packets created by simple-FEC, as
shown in Figure 7. Instead of QoE-aware FEC that cre-
ates redundant packets based on the frame importance, the
simple-FEC generates redundant packets for all frames that
compose a video (in a black-box way). Hence, QoE-aware
FEC has a reduced packet overhead, creates less interfer-
ence, and thus lower packet loss rate.
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However, multimedia solutions should evaluate the trans-
mitted video from the user’s perspective, by using QoE met-
rics. In this context, in our experiments, we measure the
SSIM and VQM for transmitted videos with respect to the
length of the transmission route (number of hops), as shown
in Figures 8 and 9 respectively. The reason for conducting
this analysis was that more hops have more interference and
packet drops due to restricted buffers, and thus these nodes
suffer higher packet loss.

Figure 8 shows the SSIM value according to the number
of hops for video transmission without FEC, with simple
FEC and with QoE-aware FEC solutions. Analysing the
results, the solutions that create redundant packets improve
the SSIM by around 25% compared to the solution without



FEC. This is due to the fact that application-level FEC is
applied as error control scheme for handling packet losses
in real-time communication. Hence, the redundant packets
can be used to reconstruct a lost frame, and thus improve
the video quality from a user perspective.
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Figure 8: SSIM with respect to number of hops

Moreover, the simple and QoE-aware FEC solutions have
similar video quality. However, the simple FEC solution
includes a higher overhead, as shown 7. In contrast to that,
the QoE-aware FEC approach achieves a lower overhead,
while keep the video with the same video quality, which will
bring many benefits in a resource-constrained system.

Due to less transmission means less energy consumption,
we can conclude that QoE-aware FEC can provide energy-
efficiency, while keeping the transmitted video with a good
quality from the user perspective. The reason for this is that
the QoE-aware FEC mechanism creates redundant packets
based on frame importance and user experience to reduce
the network overhead compared to simple FEC.

Figure 9 presents the video quality level by using VQM,
and it is important to highlight that low VQM value means
higher video quality level. The VQM results demonstrate
the benefits of using FEC and confirm the SSIM values. For
both the simple and QoE-aware approaches kept the VQM
values below the solution without FEC, and thus improve
the video quality level. However, the QoE-aware FEC mech-
anism reduces the amount of generated redundant packet
while keeping videos with an acceptable quality level.

Finally, to show the impact of transmitting video streams
from the standpoint of the end-user, a frame was randomly
selected (i.e., Frame 258) from the transmitted video, as dis-
played in Figure 10. Frame 258 is the moment when a man
(the intruder in our application) was walking along a corri-
dor. For intruder detection application, this is an important
frame to provide users and authorities (e.g., police) with
more precise information and allow them to decide a suit-
able action. Additionally, it will be useful to monitor/detect
the intruder, and predict the intruder’s moving direction.

The benefits of the FEC mechanisms are visible by analysing
the frames of Figure 10. By comparing each transmitted
frame with the original frame (Figure 10(a)), it is possible
to see a higher distortion for the frame transmitted without
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Figure 9: VQM with respect to number of hops

using any FEC, as shown in Figure 10(b). The frames trans-
mitted using FEC mechanism achieves lower distortion, as
shown in Figures 10(c) and 10(d). From the user’s perspec-
tive, the QoE-aware FEC mechanism keeps the video with
acceptable quality level, while the network overhead is sig-
nificantly reduced. The visual evaluation is only possible due
to M3WSN framework enables the transmission and control
of real video sequences.

(a) Original Frame (b) no-FEC

(c) QoE-aware FEC (d) Simple FEC

Figure 10: Frame 258 of Hall video sequence

After analysing the QoS and QoE results, we can conclude
that QoS metrics do not reflect the user’s perception and,
consequently, fail in capturing subjective aspects associated
with human experience. In this context, QoE metrics or ap-
proaches overcome the limitations of current QoS schemes
regarding to human perception and subjective aspects re-
lated to multimedia content. Nevertheless, QoE evaluation
and optimization are only possible by transmitting real video
sequences. In contrast to the M3WSN framework, the ex-
isting OMNeT ++ frameworks for WMSNs do not support
multimedia transmission, control and evaluation.



5. CONCLUSIONS
The paper contributes to the OMNeT++ community by

introducing the Mobile MultiMedia Wireless Sensor Net-
work (M3WSN), which is available as open-source at [14].
M3WSN extends Castalia with functionalities of both WiSE-
MNet and WVSN models, because they have realistic mod-
els for WMSNs. Additionally, M3WSN enables the multi-
media transmission of real video sequence. Thus, a set of
multimedia algorithms, protocols and services can be now
evaluated by using QoE metrics, such as cross-layer QoE-
routing and load-balance. Moreover, key video-related in-
formation, such as frame type, GoP length and intra-frame
dependency can be used for creating new assessment and op-
timization solutions for WMSNs as expected for IoT/smart
cities applications. Node mobility is becoming more impor-
tant and is one of the most challenging issues in WMSNs. In
this context, the M3WSN framework also supports several
mobility traces to enable the understanding of how the net-
work behaves under different mobile situations. Our exper-
iments have proven the importance to obtain the key video
information, i.e. frame type and GoP length, for creating
packet redundancy based on video characteristics. More-
over, the transmissions of real video sequences enable mul-
timedia evaluation from user’s perspective by means of QoE
metrics.
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