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Abstract

Despite the availability of high bandwidth Internet ac-
cess for end-users, video broadcasting over the Internet is
not widely spread. Multicast communication decreases the
network load by eliminating redundancy of the data trans-
fer. However IP Multicast was never widely accepted by
commercial Internet service providers (ISP). Existing solu-
tions solving this problem, like MBONE tunneling, are not
available for end-users accessing the Internet via xDSL or
TV cable. Application Layer Multicast using peer-to-peer
(P2P) overlay networks could solve the problem of sparse
IP Multicast support in the Internet. A limitation of this
approach is the lack of standardized interfaces for existing
IP Multicast applications. We propose a solution, which
bridges Application Layer Multicast and IP Multicast and
uses a P2P (Overlay) Network to transport multicast data.
Our solution – including a “proof-of-concept” prototype –
enables video broadcasting over the Internet using existing
IP Multicast applications without requiring additional ser-
vice deployment.

1. Introduction

Despite the availability of high bandwidth Internet ac-
cess for end-users, video broadcasting over the Internet is
not widely spread. The reason for this is the lack of IP
Multicast support by commercial Internet service providers
(ISPs). The Internet Protocol (IP) is designed with built-
in support for multicast [9, 12, 7] communication. Multi-
cast communication enables delivery of data (such as audio
or video streams) from one sender to multiple receivers (a
group of hosts interested in receiving the data) with minimal
network overhead. With unicast communication the sender
must send the data separately to each receiver. Using the
multicast communication paradigm enables replication of
data packets by the transporting routers only when needed.
In this way, the network load is minimized – the data flow

traverses each link at most only once. The weakness of IP
Multicast is the required support for IP Multicast by the
transporting routers on the whole path from the sender to
the receivers.

Although multicast communication reduces the network
load by eliminating the redundancy of the data transfer, IP
Multicast was never accepted by commercial ISPs. The
reason for the lack of acceptance, is mainly of “political”
nature. For example, there are issues regarding inter-ISP
cooperation. Routers must be additionally configured and
additional security considerations for transporting multicast
traffic have to be taken into account. As a result of the re-
luctance of commercial ISPs deploying native IP Multicast,
the Multicast Backbone MBONE [11] was deployed.

The MBONE consists of “islands” of multicast enabled
networks in the Internet. These islands are interconnected
through different type of tunnels across the Internet. Es-
sentially, tunnels are unicast data flows that encapsulate IP
Multicast packets. The MBONE tunnels are set-up manu-
ally and require stable endpoint addresses on both sides of
the tunnel. The MBONE solves the problem of providing
IP Multicast for networks with constant Internet connec-
tivity and stable IP addresses. However the administrative
overhead and coordination requirements are not feasible for
most of the typical Internet users, which are connected to
the Internet using a cable, modem or xDSL connection.

For providing audio and video broadcasts for typical In-
ternet users, content providers use content distribution net-
works (CDNs) [24]. A CDN consists of numerous hier-
archically organized “reflector” hosts, which are receiving
the content (audio and/or video stream) from hosts that are
one level below in the hierarchy. Those “reflector” hosts
redistribute the content to hosts one level lower in the hier-
archy. The sending host is the highest host in the hierarchy
and receiver hosts are located on the lowest hierarchy level.
The “reflector” hosts are usually geographically dispersed
all over the Internet to enable the end-user hosts to connect
to reflectors, which are near them (in terms of the network
latency). The use of CDNs requires a substantial investment



in infrastructure with costs rising according to the number
of receivers. The communication protocol in CDNs is usu-
ally a proprietary protocol based on TCP or UDP. It requires
special servers and clients for distributing and receiving the
video stream.

An alternative to CDNs is the use of peer-to-peer (P2P)
networks for content distribution. P2P networks rely only
on unicast communication between end-systems. There
is no distinction in P2P networks between servers and
clients – every peer can be server, client or both at the
same time. P2P networks are usually self-organizing (do
not require an infrastructure) and adapt to changing condi-
tions (leaving/joining of peers, network failure etc.). There
are many proposals for using P2P networks as overlay
networks to provide multicast functionality for the peers
(hosts) [28, 34, 4, 5, 8, 35, 3, 19]. All of those solutions
provide multicast communication, which resembles to IP
Multicast. However none of them offer a standard IP Mul-
ticast interface for the applications. The lack of the stan-
dard interface prevents the endorsement of those solutions
by software vendors and end-users.

Our proposed solution bridges P2P (Application Layer)
Multicast and IP Multicast. We provide a standard IP Multi-
cast interface for the applications and use P2P (Application
Layer) Multicast for transporting the data. The proposed
solution can be used for broadcasting video over the Inter-
net without the need of deploying any kind of additional
network or server infrastructure.

In the next Section we describe the work related to our
research. In Section 3 follows a description of the chal-
lenges of Application Layer Multicast. This includes local-
ity awareness and efficient multicast distribution tree build-
ing. We also propose a solution for providing a native IP
Multicast interface to applications. Closing this Section is a
description of how our solution can be used to enable the In-
ternet wide video broadcasting for existing multicast aware
applications. In Section 4 we present a prototype imple-
mentation of our proposal, which is developed within the
EUQoS [30] project. In Section 5 we show the different
kinds of problems that arise when taking security and pri-
vacy issues into account. Quality of Service related prob-
lems and solutions are discussed in Section 6. In the last
Section we summarize the results and give an outlook for
the further research.

2. Related Work

Different protocols for Application Layer Multicast with
overlay networks have been proposed [28, 34, 5, 8, 35, 4,
3, 19]. Androutsellis and Spinellis give a survey of peer-
to-peer content distribution technologies [1]. A framework
for analyzing peer-to-peer content distributing technologies
is presented, which focuses on nonfunctional characteristics

like security, scalability, performance, fairness and resource
management. Studies about routing mechanisms, applied
distributed object location mechanisms, content replication,
caching, migration and security related issues like encryp-
tion support, access control, authentication, etc are also
performed in that paper. In the authors perspective there
exist two defining characteristics of peer-to-peer architec-
tures: sharing computer resources by direct exchange and
treating instability and variable connectivity as the norm.
They propose a classification of peer-to-peer applications
in regards of communication and collaboration, distributed
computation, Internet service support, database systems and
also content distribution. Furthermore they investigate the
overlay network centralization and classify it into purely or
partially centralized and hybrid decentralized architectures.
Also the different overlay network structures are classified
into structured or unstructured overlay networks.

In [34] an effective passive replication scheme designed
to provide a reliable multicast service is presented. Peer-
Cast is an efficient and self-configurable peer-to-peer End
System Multicast (ESM) framework. Peers in the PeerCast
overlay network act as clients and servers. The PeerCast
Middleware is divided into two tiers: “P2P Network Man-
agement” and “End System Multicast Management”. The
authors focus on the development of an analytical model to
discuss the fault tolerance and to present an effective node
clustering technique based on landmarks. This way Peer-
Cast can cluster end-system nodes by using physical net-
work proximity information for fast multicast group sub-
scription and efficient data dissemination.

As stated in [21] the main bottleneck of Video on De-
mand (VoD) services is the server’s storage I/O and network
I/O bandwidth. Using multicast improves the distribution of
a video program to multiple clients, hence leading to better
performance of a VoD service. The authors critically eval-
uate and discuss the progress in developing multicast VoD
systems. They also present a concept and architecture for
multicast VoD and then introduce advanced techniques that
can be used in multicast VoD systems. Problems related to
multicast VoD services are also analyzed and evaluated.

3. Multicast Middleware

We propose to provide a standard IP Multicast interface
for common video streaming applications like VLC [32] us-
ing an Application Layer Multicast P2P network to trans-
port the multicast data.

3.1. IP Multicast and Application Layer Multicast

IP Multicast [9, 12, 7] is a concept for efficient n-to-
m data dissemination over IP networks. Basically in IP
Multicast, the sender sends an IP datagram to a so-called



group address (see also Section 3.3). An IP datagram is for-
warded to all receivers interested in receiving the data by
replicating the IP datagram on the path to the receivers only
when needed. In this way the network load is minimized
compared to unicast transmission. With unicast the sender
would send the same IP datagram once for each receiver.
IP Multicast has been proposed and specified almost two
decades ago and numerous applications [22] exist. How-
ever it has not been widely supported by major commercial
Internet service providers (ISPs).

With the raise of P2P networks [1] there has been a re-
vival of multicast in the form of Application Layer Mul-
ticast. The Application Layer Multicast does not require
any kind of multicast support by the host operating system
or the network. Instead, Application Layer Multicast uses
only unicast communication. The unicast links over the In-
ternet construct an overlay network, which is then used for
transporting the multicast data. As shown on the left side
of the Figure 1, in the IP Multicast, the multicast traffic is
replicated by the routers of the transporting network. In
this way, the sender must send the data only once and there
is no redundancy of the data transported through physical
links. As shown on the right side of the same Figure, the
Application Layer Multicast (Overlay Multicast) replicates
the data only on the end-systems, which are interconnected
using unicast (P2P) links. The efficiency of the Application
Layer Multicast depends on the overlay network construc-
tion and routing. With an optimal overlay topology Appli-
cation Layer Multicast can approximate efficiency of native
IP Multicast.
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Figure 1. IP multicast vs. overlay multicast

The solution we propose can be used with any Appli-
cation Layer Multicast network, which offers the standard
multicast operations (subscription to a multicast group, re-
ceiving and sending multicast data). The typical P2P Appli-
cation Layer Multicast network tries to approximate the effi-
ciency of IP Multicast communication regarding link stress
by using unicast communication. As seen in Figure 1, Ap-

plication Layer Multicast is not able to totally avoid sending
redundant data over the same physical link as IP Multicast
can. However it can reduce the number of redundant data
flows in the whole network. The overlay network is usually
built in a topology aware manner. Therefore peers, which
are “near” to each other in terms of communication latency,
are directly connected. The P2P links are constantly moni-
tored, which allows to react to failures in network commu-
nication or to failures of neighbor peers.

Eliminating the requirement for multicast support by the
operating system and the underlying network makes the
use of Application Layer Multicast very appealing for any
kind of Internet users. The disadvantage of the Application
Layer Multicast is the lack of standardization – each Ap-
plication Layer Multicast has it’s own API and addressing
scheme. This prohibits already existing Multicast-aware ap-
plications from using the Application Layer Multicast.

We propose a solution called Multicast Middleware [6],
which uses Application Layer Multicast for transporting
multicast traffic. However it also offers a standard multi-
cast interface for the applications. The Multicast Middle-
ware is also aware of limitations regarding connectivity on
the network layer [13].

3.2. Providing an IP Multicast Interface for Stan-
dard Applications

The IP Multicast interface for the applications is usu-
ally offered by the operating system. The operating system
on the other side communicates with a multicast-enabled
router in the local network using IGMP [9, 12, 7] for sig-
naling. Sending IP multicast traffic is not different from
sending IP unicast traffic. The only difference is the re-
served source/address range, which denotes different mul-
ticast groups (groups of multicast traffic receivers). On the
network layer, multicast traffic is handled differently. For
example, in Ethernet the IP packets with destination a mul-
ticast group as a destination address get an Ethernet multi-
cast address assigned.

To provide an IP Multicast interface for the whole sys-
tem (including services integrated in the operating system’s
kernel), we propose to use a virtual Ethernet device (also
known as TAP device [31] – a software analogy of a wire-
tap). The TAP interface is a special kind of network in-
terface, which is seen by the operating system as a normal
Ethernet device. However instead of forwarding the Ether-
net frames to a hardware device, the TAP interface forwards
the received Ethernet frames to a user-space process. On the
other side, the TAP interface forwards all Ethernet frames
received from the user-space process as incoming frames to
the operating system’s kernel. TAP support exists for all
major operating systems such as UNIX/Linux, MacOS X
and WIN32.



Using a TAP interface and a Multicast Middleware
makes processing of multicast traffic transparent to all ap-
plications. This includes the multicast functionality inte-
grated in the operating system’s kernel. This approach does
also not require any modification of application code. Mul-
ticast traffic originating from an end-user host can be routed
through the TAP device. This device forwards the packets
(encapsulated in Ethernet frames) to a user-space process
(which we call the Multicast Middleware) for processing.
The Multicast Middleware acts as a multicast router by im-
plementing IGMP and transporting the multicast data.

IP Multicast enabled applications must subscribe to
different multicast groups to receive video broadcast an-
nouncements and audio/video streams. The multicast group
subscription is usually a system call, which instructs the
operating system’s kernel to send IGMP membership re-
port messages to the IP Multicast router. In our case, the
IGMP membership reports are sent via the TAP interface to
the Multicast Middleware. The Multicast Middleware inter-
prets the IGMP membership reports and notifies the neigh-
bor peers about the changes in the multicast routing table.
This information (depending on the multicast routing pro-
tocol used in the overlay network) is propagated to other
peers. The flow of the multicast subscription as described
before can bee seen in a figure 2.
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Figure 2. Subscribing to a multicast group

In the network, video broadcast announcements and au-
dio/video streams are handled in the same way: they are
delivered as multicast data packets. Sending multicast traf-
fic does not differ from sending unicast traffic. The only
difference is the destination address, which is in the case
of the multicast traffic the address of an IP Multicast group
and not of a host. After a data packet has been sent by the
application, it is forwarded by the operating system’s kernel
to the appropriate multicast-enabled network device (in our
case the TAP device). The Multicast Middleware process
receives the outgoing multicast traffic via the TAP device.

The received multicast traffic is then encapsulated into Ap-
plication Layer Multicast messages. The IP Multicast des-
tination address of the packets is translated into Application
Layer Multicast addresses to which the messages are sent.

After receiving an encapsulated IP Multicast packet by
Application Layer Multicast, the Multicast Middleware en-
capsulates the IP Multicast packet into an Ethernet frame.
The Multicast Middleware then sends the Ethernet frame
via the TAP interface to the operating system’s kernel for
processing. The operating system’s kernel delivers the data
to the video application. The delivery of multicast traffic
from the sender through the Multicast Middleware to the
receiver is presented in figure 3.
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Figure 3. Sending and receiving data

3.3. Interfacing IP Multicast and Application Layer
Multicast

For transporting multicast traffic we do not propose a
new P2P protocol – any P2P protocol can be used and inte-
grated. Instead we describe the requirements for the Appli-
cation Layer Multicast protocol and how IP Multicast traffic
can be mapped to Application Layer Multicast messages.

Every IP Multicast packet has either a source or a
destination address out of the IP Multicast address range
(224.0.0.0 to 239.255.255.255). Most Application Layer
Multicast protocols implement their own multicast ad-
dressing scheme. Depending on the protocol’s address-
ing scheme, the address range can be smaller, equal or
larger than the IP Multicast address range. In case of
a larger or equal address ranges, multicast addresses can
be mapped 1-to-1 to the Application Layer Multicast ad-
dresses. For example the IP Multicast address range can
be mapped to a consecutive address range of the same size



in the Application Layer Multicast protocol’s addressing
scheme. In the case where the address range of the Ap-
plication Layer Multicast is smaller than the IP Multicast
address range, the IP Multicast addresses must be projected
to the Application Layer Multicast address range. This
can be achieved by hashing the modulo-function: Ax =
(AIP − 0xe0000000) mod # of addresses.

IP Packets can be encapsulated in Application Layer
Multicast messages. If the maximal length of an Applica-
tion Layer Multicast message is lower than the IP packet’s
length, the standard IP Packet fragmentation can be applied
to the packet in order to transport the packet through the
overlay network. On reception of fragmented IP Packets,
the Multicast Middleware should be able to de-fragment
them and to deliver them to the TAP interface. The time
to live (TTL) field of the transported packets should be re-
duced for each P2P hop. Packets with TTL 0 should not be
forwarded.

3.4. Video Broadcasting

Using the proposed solution, we can provide a video
streaming service for a very large group of Internet users
without the need for large investments in infrastructure.
Certain requirements for sender and clients must be ful-
filled. The sender of a video stream must have a Multicast
Middleware installed on a computer, which is connected to
the Internet. The Internet connection should support at least
the bandwidth for sending the stream once. Any application
supporting streaming using IP Multicast can be used (for ex-
ample VLC or VLS). Each client, which wants to receive a
video stream must install the Multicast Middleware on his
computer and must have an Internet access. Any video ap-
plication with IP Multicast support (like VLC) can be used
for receiving the video stream.

The session announcement protocol (SAP)[16] can be
used to announce running or scheduled video broadcasts
over IP Multicast. The SAP announcements include ses-
sion description protocol SDP [15] stream descriptions en-
capsulated in UDP packets and are sent to a predefined IP
Multicast group (for example IPv4 global scope session an-
nouncements are sent to 224.2.127.254) and port (9875).
Since the Multicast Middleware enables IP Multicast on the
end-host, SAP can be used for announcing video broadcast
transmissions.

4. Prototype of the Multicast Middleware

As a proof of concept for our proposal, we have imple-
mented a prototype of the Multicast Middleware. In order to
support as many operating systems as possible, we have im-
plemented the core of the Multicast Middleware in the JAVA
programming language. The only non-portable component

of the Multicast Middleware prototype is the communica-
tion module for the TAP interface. This module differs for
each operating system and is usually implemented in C lan-
guage.

4.1. Implementation of the Prototype

Each network packet received through the TAP device is
passed unchanged to the JAVA core of the Multicast Middle-
ware. The Multicast Middleware converts the received raw
data Ethernet frame into a set of objects representing the
Ethernet Frame. The result of the conversion is for example
one object representing the Ethernet frame. This object con-
tains another object representing the IP packet, which con-
tains an object representing the UDP Packet. This kind of
packet representation in JAVA is not optimal regarding pro-
cessing speed. However it enables a clean object-oriented
approach to packet handling.

We have implemented a simple P2P protocol for the ini-
tial test. The protocol is based on TCP connections between
the peers through, which the messages are exchanged. The
message format resembles the format of messages used in
the Common Open Policy Service (COPS) protocol [10].
The reason for using the COPS protocol message format is
its extendibility and efficiency. Each message consists of a
header, which defines the length and type of the message
and a list of objects, which contain additional information.
The types and order of objects in a message depend on the
type of the message. Each object consists of a header and
data. The header defines the length, class and type of the
object. The object data describes the object. Depending
on the class and type, the semantic of the object data dif-
fers. For example, the object data can be an IP address or
a encapsulated IP packet. This kind of design ensures easy
protocol extension by introducing new types of messages
or by adding new classes and types of objects into the exist-
ing messages. Currently, five types of messages have been
defined:

The Open message is exchanged between the peers as
soon as a P2P connection has been established. With the
Open message each peer informs its communication part-
ner about his preferences for receiving multicast traffic. The
peer defines the UDP port on which the peer wishes to
receive the multicast traffic encapsulated in UDP unicast
packets. If the port is undefined, the peer can only receive
multicast traffic through the already established P2P TCP
connection.

The Keep Alive (KA) message is sent by each peer pe-
riodically to verify the TCP connection. If no Keep Alive
message is received within the predefined timeout period
(10 seconds) the TCP connection is considered invalid and
is closed.

The Add Route and Remove Route messages are used to



signal to peers changes in the multicast routing table.
The IP Data message contains an encapsulated IP packet

(for example a IP Multicast packet). This message is used
for transporting multicast traffic through the P2P network.

The Multicast Middleware implements currently IGMP
version 1 [9] for handling IP Multicast subscriptions. The
Multicast Middleware sends periodically IGMP host mem-
bership query packets on the TAP interface. The operat-
ing system’s kernel replies to each host membership query
with one IGMP host membership report message for each IP
Multicast group to which at least one application has sub-
scribed. The removal of a host membership is not signaled
explicitly in IGMPv1. Hosts simply do not send member-
ship reports for the group to which they are not interested
any more so that the membership for the group expires. As
consequence, a certain lag between an application signaling
the operating system to leave the group is introduced. This
which delays the propagation of this information to mul-
ticast routers. This issue is resolved in IGMPv2 [12]. The
implementation if IGMPv2 and IGMPv3 [7] are planned ex-
tensions of our Multicast Middleware implementation.

The Multicast Middleware forwards the multicast traffic
between the local TAP device and other peers according to
a multicast routing table. The multicast routing table does
not distinguish between TAP interfaces and connections to
other peers. Each entry in the multicast table consists of
a multicast group and a set of “IP Multicast destinations”
to which the packet is sent. The multicast table changes
through external events such as receiving add/remove route
messages from connected peers. It also changes after re-
ceiving IP Multicast subscriptions from local applications
through the TAP interface using the IGMP protocol.

4.2. Evaluation of the Multicast Middleware

For the prototype evaluation the P2P network is setup
statically with configuration files. The P2P structure has to
be built as a cycle-free tree. Multicast group subscriptions
are flooded through the P2P network for the prototype eval-
uation. We have tested our prototype implementation of the
Multicast Middleware by streaming a Video CD (MPEG 1
[18] stream with 1.4 Mbit/s). The test-bed consisted of four
recent as well as low-end laptop computers (Sony Vaio P4-
2.6 GHz, Apple PowerBook G4 1 GHz, Dell P3 1.2 GHz
and 0.7 GHz) connected with Fast Ethernet. The Power-
Book was running on Mac OS X 10.4 Tiger, the other lap-
tops were running Fedora Core 3 with a Linux Kernel 2.6.9.
All laptops used Java Version 5 and had the TUN/TAP ker-
nel modules installed.

The overlay network and routing was configured using
our introduced P2P messaging system. The IP Multicast
data was transported encapsulated in P2P messages through
the overlay network with TCP connections between the

peers. The structure of the P2P network between the in-
volved hosts is depicted in Figure 4. The Vaio P4-2.6 GHz
laptop was used as the sender and all other laptops were
the receivers of the stream,. The Dell laptop with 1.2 GHz
had to replicate the received stream two times to send it to
the remaining laptops (PowerBook 1 GHz and Dell P3-0.7
GHz).

Vaio P4-2.6 GHz

Dell P3-1.2 GHz

Dell P3-0.7 GHz Mac G4-1.0 GHz

Figure 4. P2P setup for the testbed

We were able to stream a full-length movie (141 min-
utes) without serious quality penalties. The only (occasion-
ally) issue perceived at the receiver of the video stream was
caused by packet delivery jitter. The jitter was caused by
the JAVA garbage collection mechanism. To solve this is-
sue, we plan to implement the forwarding of IP Multicast
packets through the P2P links natively in the C language,
which will allow better scalability and support more streams
concurrently. Note that the Dell P3-1.2 GHz in the center
of the distribution tree had the triple network and process-
ing load compared the other three laptops. It had to receive
the stream and then replicate it twice to serve the remaining
peers in the network.

Future evaluations will include test and performance
measurements in heterogeneous network environments con-
nect all over Europe. The EuQoS project will provide such
a test-bed environment in the near future. This kind of eval-
uation of the Multicast Middleware has been planned within
the EuQoS project for scalability, reliability, QoS and per-
formance analysis.

5. Security and Privacy Considerations

In contrast to IP Multicast, where routers in the trans-
porting network replicate data packets, Application Layer
Multicast relies on end-systems to replicate data packets.
As a consequence, not only ISPs have the possibility to
monitor the traffic, but also end-users can “see” the traffic,
which their neighbors are receiving. As a consequence, the
security and privacy of the end-users are even more threat-
ened than with IP Multicast.

End systems, which are used as relays for multicast data
can accumulate knowledge about the preferences of their
neighbors regarding the reception of video streams. This
information can be used for targeted marketing of products



or as a component of user surveillance. This effect can be
amplified through the collusion of relaying peers, which can
exchange the surveillance data about neighbors. This allows
creating a more complete picture of the monitored peers.

The privacy of end-users can be improved by using Ap-
plication Layer Multicast routing protocols, which change
the delivery path of the multicast data over time or use par-
allel paths for receiving data. In this way, one peer is not
always relaying data for the same peer and is not able to
accumulate the information about involved end-users.

Since the peers, which are subscribed to one multicast
group, do not only receive multicast data for that group, the
relaying peers can also receive the multicast data they are
forwarding. To protect commercial content, some kind of
content encryption has to be introduced. A possible con-
tent encryption and authentication solution is described in
[2]. Another alternative is to construct an overlay network
consisting only from receiving peers for each multicast tree.
The disadvantage of this approach is the number of overlay
networks in which one receiver is participating if he wishes
to receive more than one video stream.

Malicious peers can also alter the video stream they are
relaying. For example, a malicious peer could inject com-
mercials or logos into the video stream. Such behavior can
be detected [14] and appropriate actions (e.g. excluding the
peer from the overlay network) can be taken.

6. Quality of Service

Quality of Service (QoS) support in existing networks is
still not widely deployed. Different approaches exist to cope
with the problem of introducing QoS services and reliabil-
ity to overlay networks [20, 17] and multicast routing [33].
Others cope with introducing QoS to the Internet by the
means of using overlay networks [29]. Supporting hetero-
geneity and congestion control [23] is also a major require-
ment for a QoS enabled overlay network. Quality of Service
and Denial of Service go hand in hand since one require-
ment to QoS should also be providing protection against
Denial of Service attacks [27]. Different mechanisms have
to be introduced to make an overlay network robust against
fundamental attacks and to ensure reliability in order to sup-
port basic QoS requirements.

The presented Multicast Middleware is being developed
for the EuQoS project [30] that aims to provide a facility
for providing inter-domain end-to-end QoS services. As
a consequence the Multicast Middleware will be using the
EuQoS QoS capabilities to setup its unicast based overlay
network links with QoS reservations. This will enable QoS
not only for the reception but also the redistribution of the
received encapsulated multicast data. The Multicast Mid-
dleware will also support measurement based Best-Effort
QoS. This will enable basic QoS services in non EuQoS-

aware networks or on the paths in the networks that do not
support QoS. The Best-Effort QoS denotes providing QoS
based on measurement and prediction of QoS parameters
(round trip time, bandwidth, jitter etc.) in a network, which
does not support QoS.

Multicast streams can be prioritized inside the Multi-
cast Middleware using different queuing schemes to pro-
vide user-driven QoS capabilities. Also priorities have to
be arranged internally and assigned to flows that have to re-
distributed in order to provide a fully functional multicast
overlay distribution facility. Algorithms and methods on
how to build the overlay network and how to group peers
locally with respect to QoS properties have been discussed
in [25] and [26].

7. Conclusion

IP Multicast is a necessary service for efficient video
streaming over the Internet. Although commercial ISP
providers are not willing to enable IP Multicast services for
end-users, it is possible to provide multicast-like services
using only unicast communication.

In this paper we have described a way to provide IP Mul-
ticast services on end-systems without changing existing IP
Multicast applications or deploying infrastructure to the In-
ternet. Our approach uses a virtual network device for cap-
turing the multicast traffic and forwarding it to a user appli-
cation (Multicast Middleware). The Multicast Middleware
then transports the data using an Application Layer Mul-
ticast to other receivers in the Internet. We have also de-
scribed how existing Application Layer Multicast protocols
can be integrated into our approach. We have outlined the
possibility of QoS provision for Multicast Middleware over
the Internet. We have presented a proof-of-concept imple-
mentation of the Multicast Middleware, which was success-
fully tested by broadcasting a video stream. We have also
described the security and privacy issues problems, which
arise from using Application Layer Multicast.

We plan to extend our prototype implementation of the
Multicast Middleware with native forwarding services to re-
duce jitter of the transmitted data. Also QoS support (Eu-
QoS and “Best Effort” based) has to be integrated. A better
Application Layer Multicast routing protocol has to be inte-
grated and the P2P protocol has to be extended to improve
Multicast transport. Further evaluations in large heteroge-
neous networks and considerations about IPv6 have to be
done in order to evaluate scalability and future applications.
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