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Abstract

As today’s network infrastructure continues to grow and Differ-
entiated Services IP backbones are now available to provide vari-
ous levels of quality of service (QoS) to VPN traffic, the ability to
manage increasing network complexity is considered as a crucial
factor for QoS enabled VPN solutions. There is growing trend by
corporate customers to outsource such complicated management
services to Internet Service Providers (ISP) not only to avoid the
complexities of VPN establishment and management, but also
for economic reasons.

In this paper, we present methods to provide end-to-end ca-
pacity allocation to VPN connections in a single ISP domain
and show the implementation of a Bandwidth Broker managing
the outsourced VPNs for corporate customers that have Service
Level Agreements (SLAs) with their ISPs. We also present prac-
tical configuration examples of commercial routers for enabling
QoS enabled VPN tunnels and show how the Bandwidth Broker
can dynamically establish tunnels when users send connection
requests from the WWW interface.
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1 Introduction

There is a growing demand that since private networks built on
using dedicated lines offer guaranteed bandwidth and latency,
similar guarantees be provided in IP based Virtual Private Net-
works (VPNs) [8],[11]. While the internet has not been designed
to deliver performance guarantees, with the advent of differen-
tiated services [3], [2], IP backbones can now provide various
levels of quality of service.Recently proposed Expedited For-
warding (EF) [9] Per Hop Behaviour (PHB) is the recommended
method of build such an Virtual Leased Line Line (VLL) type
point-to-point connection for VPN. This is absolutely critical to
ensure that the VPN can deliver the myriad number of benefits of
this rapidly growing technology.
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Figure 1: VPN-Diffserv Deployment Scenario

However, the complexities introduced by VPNs and the re-
quirement to provide QoS have made the job of the ISPs and
system administrators extremely difficult, and as today’s network
infrastructure continues to grow, there is growing trend by corpo-
rate customers to outsource such complicated management ser-
vices to Internet Service Providers (ISP). This opens the pos-
sibility for ISPs to sell VPN services to mostly corporate end
users. For example, in a typical VPN-Diffserv deployment sce-
nario (Figure 1), an ISP might offer to establish QoS enabled
VPN between stub network A and B for an corporate end user
who owns those networks and has regional offices there. To of-
fer such services, the ISPs will, however, need a management
system not only to enable the users to construct services dynam-
ically on demand, but also able to provision the resources of it’s
own domain. Based on the Bandwidth Broker [13], [16], [19] ap-
proach some recent developments [18], [15], [17] consider only
configuring edge devices to do policing and shaping while ignor-
ing interior provisioning of an ISP domain.Also, none of them
consider Dynamic VPN service creation with the BBs.

While with edge provisioning VPN connections can be allo-
cated certain amount of resource based on SLA (Traffic Con-
tract at edge), we also need to provision the interior nodes of a
transit network to meet the assurances offered at the boundaries
of the network. Based on the recommendations of [2] we have,
therefore, proposed a two-layered model to provision such VPN-
Diffserv Networks where the top layer is responsible for edge
provisioning and drives the lower layer in charge of interior re-
source provisioning with the help of Bandwidth Broker (BB).

In this paper, we describe the implementation of such a Band-



width Broker (BB) not only capable of performing dynamic end-
to-end admission control to setup a leased line like VPN, but also
capable of managing and provisioning network resources of a
separately administered Diffserv domain and cooperating with
other similar domains by maintaining the topology and resource
state of all nodes in the network. As World Wide Web (WWW)
is widely available we provide web based interfaces as front ends
where registered users can login, verify themselves and initiate
a VPN based on their predefined SLA. This would obviate the
need of invoking help from system administrator or ISP and at
any time they can disconnect the VPN service or check their cur-
rent bills.

The rest of the paper is organized as follows: section 2 gives a
brief overview and concept of automated provisioning in a Diff-
serv domain, section 3.1 presents an edge call admission algo-
rithm for edge provisioning and section 3.2 describes interior
provisioning and end-end admission control. In Section 4 we
show some examples of original VPN and QoS configuration,
identify the prerequisites of a BB, and then describe various com-
ponents, operational details and performance of the implemented
BB. Finally, in section 5 we conclude our paper.

2 Automated Provisioning for End-to-
End QoS

Provisioning in Diffserv Networks refers to determination and al-
location of resources necessary at various points in the network
[2]. Both quantitative, as is the case with VPN, and qualita-
tive traffic (some assured service) are required to be provisioned
at the network boundaries and in the network interior. This is
achieved by a simple model [3], [4] where traffic entering a net-
work is classified and possibly conditioned at the boundaries
of the network, and assigned to different behaviour aggregates.
Each behaviour aggregate is identified by a single DS codepoint.
In the interior of the network, with the help of DS codepoint-
PHB mapping [12], [4], this quantitative as well as qualitative
traffic can be allocated certain amount of node resources. Since
we are dealing with QoS enabled VPNs, our main interest and
focus will be on quantitative provisioning.

It is recommended [2] that quantitative traffic is provisioned
first and then the remaining capacity can be allocated to qualita-
tive traffic. However, it is expected that only a small fraction of
a node resource will be provisioned for quantitative traffic. De-
termination of resources required at each node for quantitative
traffic needs the estimation the traffic volume that will traverse
each network node. While an ISP naturally knows from the SLA
the amount of VPN quantitative traffic that will enter the transit
network through a specific edge node and implement it by config-
uring appropriate traffic conditioning components in order to pro-
tect the provider’s network, this volume cannot be estimated with
exact accuracy at various interior nodes that will be traversed by
VPN connections if we do not know the path of such connections
exactly [1]. However, if the routing topology is known, this fig-
ure can be almost accurately estimated. For example, referring
to Figure 1, assume that customer stub networks A and C want
to establish VPN tunnel with stub network B and submit 5 and
10 Mbps quantitative traffic. Therefore, edge routers 1 and 2 will
mark the packets with DS codepoint for EF PHB and restrict the
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Figure 2: Layered Provisioning view of VPN-Diffserv Networks

volume of quantitative traffic to 5 and 10 Mbps respectively, and
since the topology of this network is simple and route follows
known path, interior routers 1, 2 and 3 will need to protect these
traffic by reserving at least 15 Mbps of capacity at appropriate
interfaces using scheduling mechanisms as mentioned in [9]. If
the default path doesn’t meet the requirements of an incoming
connection, alternate and various QoS routing [6], [21], [5], [1]
can also be used to find a suitable path. MPLS techniques [7] can
be used to enforce the selected path.

Based on the basic needs of provisioning a VPN-Diffserv net-
work to support quantitative service we consider the provision-
ing as a two layered model - the top layer responsible for edge
provisioning and driving the bottom layer which is in charge of
interior provisioning (Figure 2). The layers here provide the
required Diffserv provisioning functionalities we have discussed
earlier to create virtual leased line like services requested by cus-
tomers who reside in the stub networks and outsource their ser-
vices to the ISP responsible for provisioning. In the next section
we will present algorithms for such provisioning applied in the
Bandwidth Broker.

3 Network Resource Provisioning and
Admission Control

3.1 Edge Provisioning and Call Admission at
Ingress

As we have explained that provisioning is required both at the
edges and in the interior and edge provisioning will drive the in-
terior provisioning, we will first consider edge provisioning and
resource sharing mechanisms required at the entry of a transit
network.

First of all, ISPs need to determine the maximum amount VPN
quantitative traffic that it will allow to enter the transit network
from an edge router. If this figure is known incoming connec-
tions requests can be allocated the desired capacity based re-
source availability by performing an admission control. The job
of admission control is to determine whether a VPN connection
request is accepted or rejected. If the request is accepted, the
required resources must be guaranteed. IfCTOTAL is the to-



tal quantitative capacity reserved for VPN traffic at an ingress

router’s interface, then
�
Callocated + Crequest � CTOTAL

�
must be true before an incoming connection request can be ac-
cepted.Here,Callocated is the bandwidth that is already allocated
to existing tunnels, andCrequest is the requested capacity of the
new incoming connection.

3.2 Interior Provisioning and End-to-End Ad-
mission

In Diffserv network offering quantitative allocation to VPN, edge
and interior provisioning are coupled with each other to a high
degree in a way that each has direct influence on the other and it
would not make much sense to offer guarantee only at the edges
which are not met in the interior.

In order to provision the interior based on edge provisioning
that we have described in section 3.1, we first need to know the
amount of traffic that would traverse each interior node. Al-
though provisioning a large network for such quantitative ser-
vices is a difficult problem, computation of resources needed for
VPN connections at various nodes can be feasible because of the
following facts:

� Both ingress and egress points are known in the case of traf-
fic submitted for quantitative VPN services. Therefore, the
direction of traffic is known and traffic admitted into the net-
work is governed by edge provisioning rules.

� Routing topology is known in advance or from interior rout-
ing protocols and stored in Bandwidth Broker database. So,
VPN traffic stemming from an ingress node and directed to-
wards an egress node traverses through some specific nodes
in the interior network.

Like edge nodes, only a specific amount of bandwidth will be
allocated to VPN traffic at each interior node. If a VPN con-
nection is accepted at the edge but doesn’t find enough resources
provisioned for quantitative services at any of the interior nodes,
the connection request will be finally rejected.

Based on idea, we will describe a simple method to estimate
the capacity needed at any interior node to support traffic contract
promised at the edges. Before doing that we first need to define
the following terms:

� e(I; E) denotes an edge pair for a VPN connection origi-
nating from ingress pointI and ending at egress pointE
whereI 6= E. If we have totaln boundary points then
I = 1; 2; 3; ::::n andE = 1; 2; 3; ::::n.

� < is the set of all edge pairs in a Diffserv domain, i.e.< �
[e(1; 2); e(1; 2); e(1; 3):::::e(n; n� 1)].

� IN(i; j) denotes interior routersi’s jth interface wherei =
1; 2; 3; :::::m andj = 1; 2; ::ki if we havem interior routers
and any interior routeri has maximumki interfaces.

� <i;j is the set of edge pairs that establish VPN connections
which traverse through interior routersi’s jth interface.

� C(i; j)e(I;E) is the capacity required at interiori’s jth inter-
face for VPN connection between ingress pointI and egress
pointE.

IN(1; 1) IN(1; 2) : : : IN(m; k)

e(1; 2) C(1; 1)e(1;2) C(1; 2)e(1;2) : : : C(m; km)e(1;2)
e(1; 3) C(1; 1)e(1;3) C(1; 2)e(1;3) : : : C(m; km)e(1;3)
e(1; 4) C(1; 1)e(1;4) C(1; 2)e(1;4) : : : C(m; km)e(1;4)

.
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e(n; n� 1) C(1; 1)e(n;n�1) C(1; 2)e(n;n�1) : : : C(m; km)e(n;n�1)

Table 1: Generalized Resource Table for end-to-end Connection
Admission Control

� � is the set of interior points in Diffserv domains,
i.e. � � [IN(1; 2); IN(1; 2); IN(1; 3)::::IN(m; k �

1m); IN(m; k)].

� �e(I;E) � � is the set of interior interfaces that are traversed
by VPN connections having ingress pointI and egress point
E.

Therefore,C(i; j), the resources needed for all VPN connections
that traverse through a routeri’s j th interface can be expressed
as:

C(i; j) =
X
<i;j�<

C(i; j)e(I;E)

and is actually computed from the following matrix shown in
Table 1 :

In table 1 each cell representsC(i; j)e(I;E). The horizontal la-
bels indicate interfaces of interior routers and the vertical labels
denote ingress/egress edge pairs. Not all cells carry numerical
values since only a few of the interfaces are met by VPN traffic
for a certain edge pair. Therefore, many of the cells will actu-
ally contain null values. Information regarding which interfaces
are met by a VPN flow is extracted from the routing topology
database used in the Bandwidth Broker.

There are numerous ways to use this matrix for call admis-
sion and resource provisioning. This matrix is basically a repre-
sentation of resources currently allocated for quantitative traffic
at various interior nodes for VPN traffic stemming from edges.
However, ISPs again need to determine the amount of quantita-
tive capacity that each interior router’s interface will support. Let
us sayC(i; j)upper the capacity reserved at interior routeri’s jth
interface to support the VPN traffic. If the actual capacity re-
served at routeri’s jth interface is 50 Mbps, ISP might well set
C(i; j)upper to slightly higher than 50 by knowing the fact not all
connections will be sending at the highest rate at the same time.
So, setting this value depends on how much risk ISPs want to
take.

Whenever a new VPN connection request is at an ingress point
destined towards an egress point, all the valid cells (not contain-
ing null values) are checked row-wise for that edge pair. If the
capacity at each of interfaces are enough ,i.e. does not exceed
the upper bound values even after being accepted, then with this
acceptance all the cells are updated to show the most recent reser-
vation. The end to end admission control can now be presented
as follows:
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Figure 3: Topology of Network for Example 3.2.1

if edge admission OKn
if
�
C(i; j)upper � C(i; j) + Crequest

�
for all �e(I;E) � �n

accept connection request;
C(i; j)e(I;E) = C(i; j)e(I;E) + Crequest for �e(I;E) � �

allocate and provision resources;o
o

The same algorithm can be repeated for alternate routing paths
(also stored in the topology database) if the default path doesn’t
satisfy the requirements.

Example 3.2.1

To explain the analysis and algorithms presented in this section
we will consider a scenario as shown in Figure 3. In this simple
case we have only two interior routers and four edge routers .
For QoS allocation only uni-directional traffic flow guaranteeing
and policing VPN traffic frome1 ande2 towardse3 ande4 is
taken into consideration . Assume that quantitative capacity
reserved by ISP at various interfaces are as follows:
C(1; 1)upper = 50 Mbps atIN(1; 1) , C(1; 2)upper = 50 Mbps
atIN(1; 2), C(1; 3)upper = 80 Mbps atIN(1; 3)
C(2; 1)upper = 75 Mbps atIN(2; 1),C(2; 2)upper = 50 Mbps at
IN(2; 2), C(2; 3)upper = 40 Mbps atIN(2; 3)

For this example, however, onlyC(1; 3)upper , C(2; 2)upper ,
are of interest if we consider only unidirectional QoS allocation.
A detailed traffic distribution before the arrival of a 1 Mbit VPN
connection request at edge routere1 is:
1 Mbit connections: 2 connections towardse3 , 4 connections
towardse4
2 Mbit connections: 4 connections towardse3 , 8 connections
towardse4

At the same time, VPN connections stemming from ingress
point e2 and having egress ate3 ande4 require 15 Mbps and
25 Mbps respectively, leading to the overall capacity matrix as
follows:

IN(1; 1) IN(1; 2) IN(1; 3) IN(2; 1) IN(2; 2) IN(2; 3)

e(1; 2) - 0 - - - -
e(1; 3) - - 10 - 10 -
e(1; 4) - - 20 - - 20
e(2; 1) 0 - - - - -
e(2; 3) - - 15 - 15 -
e(2; 4) - - 25 - - 25

Table 2: Resource Table Before Connection Arrival

IN(1; 1) IN(1; 2) IN(1; 3) IN(2; 1) IN(2; 2) IN(2; 3)

e(1; 2) - 0 - - - -
e(1; 3) - - 11 - 11 -
e(1; 4) - - 20 - - 20
e(2; 1) 0 - - - - -
e(2; 3) - - 15 - 15 -
e(2; 4) - - 25 - - 25

Table 3: Updated Resource Table After Connection is Accepted

C =
e1 e2 e3 e4

e1
e2

�
00 00 10 20
00 00 15 25

�

By extracting relevant data from the topology database for this
simple network the resource table can be easily seen as in Table
2:

Clearly, C(1; 3) = C(1; 3)e(1;3) + C(1; 3)e(1;4) +
C(1; 3)e(2;3) + C(1; 3)e(2;4) = 10+20+15 +25 = 70 Mbps. Simi-
larly, C(2; 2) = 10 + 15 = 25 Mbps.

With the arrival of 1 Mbit connection request ate1 towards
e3, application of end-to-end admission algorithm shows that
C(1; 3)upper > C(1; 3)+Crequest andC(2; 2)upper > C(2; 2)+
Crequest . Therefore, the new connection request is accepted
when promise made at edge is also guaranteed in the interior and
resource table is updated as shown in Table 3.

4 Dynamic Configuration Model

In this section we will identify the prerequisites for dynamic VPN
service activation on demand by examining some simple configu-
ration examples of widely used Cisco routers and based on those
need and admission control mechanisms described in earlier sec-
tions, define the essential components of Bandwidth Broker that
we have implemented. We will also briefly describe the opera-
tional details and performance of the implemented broker.

4.1 Example of QoS enabled VPN Configuration

In this section, referring to the experimental setup of Figure 4
we will present a configuration example in routers when an ad-
ministrator needs to setup a 1 Mbps tunnel between the routers
130.92.70.101 and 130.92.66.141 for source 172.17.0.103 and
destination 172.20.0.100 to meet the demand of a certain user.
We need to mention that traffic flowing from source 172.17.0.103
traverses interior interfaces 130.92.70.1 and 130.92.66.1 before
reaching the destination. Assume that both of these interfaces
have been configured to support 10 Mbps and 15 Mbps of pre-
mium service (EF traffic)

To setup such a tunnel the administrator needs to config-
ure appropriate commands for classification, IKE (Internet Key
Exchange) policy, various IPSec tunneling/encryption methods
that might be used with the tunnel, commands that specify peer
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router’s necessary identification to establish the tunnel. The clas-
sified flows also need to be possibly policed and marked at the
inbound and shaped at the outbound on aggregated basis. Ba-
sically, there are mainly two functionalities that need to be pro-
vided by the edge routers: VPN tunneling, QoS (policing, shap-
ing). For the requested tunnel to be established, the administra-
tor, therefore, configures Router 130.92.70.101 (Cisco 7206) and
130.92.66.141 (Cisco 2611) as follows:

Configuration of Router 130.92.70.101
/*IKE Policy commands specifying hash method, Key sharing method,
key of peer */
1 crypto isakmp policy 1
2 hash md5
3 authentication pre-share
4 lifetime 500
5 crypto isakmp key lab-tunnel address 130.92.66.141
/*Various tunneling/encryption methods that can be
used with the requested tunnel*/
6 crypto ipsec transform-set ah-md5-hmacANDesp-des

ah-md5-hmac esp-des
7 crypto ipsec transform-set ah-md5-hmac ah-md5-hmac
8 crypto ipsec transform-set ah-rfc1828 ah-rfc1828
9 crypto ipsec transform-set ah-sha-hmac ah-sha-hmac
10 crypto ipsec transform-set esp-encryption esp-des
/*Commands to create tunnel between routers 130.92.70.101 and

130.92.66.141 forsource 172.17.0.103 and destination 172.20.0.100*/
11 crypto map cati-tunnel 143 ipsec-isakmp
12 set peer 130.92.66.141
13 set transform-set ah-md5-hmacANDesp-des
14 match address 143
/*Aggregate traffic shaping rate at the outbound.
Referred asCTOTAL in section 3 */
15 interface FastEthernet0/0
16 traffic-shape group 150 10000000 1000000

1000000 1000
17 crypto map cati-tunnel
/*polcing indvidual VPN connection at the inbound./
Referred asCrequest in section 3*/
18 interface FastEthernet1/0
19 rate-limit input access-group 143 1000000 2000000

8000000 conform-action set-prec-transmit 1
exceed-action drop

/*Classifying all VPN packets that originate from 130.92.70.101.
Used for aggregate sharing */
20 access-list 150 permit ip

host 130.92.70.101 host any
/*Classifying the requested traffic/
21 access-list 143 permit ip

host 172.17.0.103 host 172.20.0.100

Configuration of Router 130.92.66.141
1 crypto isakmp policy 1
2 hash md5
3 authentication pre-share
4 lifetime 500
5 crypto isakmp key lab-tunnel address 130.92.70.101
6 crypto ipsec transform-set ah-md5-hmacANDesp-des

ah-md5-hmac esp-des
7 crypto ipsec transform-set ah-md5-hmac ah-md5-hmac
8 crypto ipsec transform-set ah-rfc1828 ah-rfc1828
9 crypto ipsec transform-set ah-sha-hmac ah-sha-hmac
10 crypto ipsec transform-set esp-encryption esp-des
11 crypto map cati-tunnel 145 ipsec-isakmp
12 set peer 130.92.70.101
13 set transform-set ah-md5-hmacANDesp-des
14 match address 145
15 interface FastEthernet0/0
16 traffic-shape group 150 15000000 1500000

1500000 1000
17 crypto map cati-tunnel
18 interface FastEthernet1/0
19 rate-limit input access-group 145 1000000 2000000

8000000 conform-action set-prec-transmit 1
exceed-action drop

20 access-list 150 permit ip
host 130.92.66.141 host any

21 access-list 145 permit ip
host 172.20.0.100 host 172.17.0.103

The comments in configuration example of router
130.92.70.101 already explain briefly which part of the
scripts are responsible for the various tunneling and QoS
functions. Note that in line 5 we have peer router’s ip address
and theshared secret keyis the same. ISPs might actually enter
the same for other peers in a domain even before establishing
tunnels for between any two peers. We can also see in lines 6-10
numerous tunneling/encryption methods have been defined and
only one of these is used (line 13) for the desired tunnel that
is specified by the commands in lines 11-14. Also note that in
line 21 traffic is classified with a specific number (access-list
number) and the same number is used in lines 11, 14 and 19.
Although it is not necessary to maintain the same number in
lines 11 and 14 at least, this is a must in line 19 where classified
packets are policed and marked. However, by maintaining the
same number we can maintain a unique tunnel ID.

With all these explanations now let us examine what we
need to do in order to establish another 2 Mbps tunnel be-
tween the same routers for source 172.17.0.104 and destination
172.20.0.100. If we consider only uni-directional QoS then we
need policing/marking command only in router 130.92.70.101.
Here the interface of 130.92.70.101 supportsCTOTAL =10 Mbps
for quantitative VPN traffic. Earlier we accepted a 1Mbps con-
nection i.e. Callocated = 1 Mbps and nowCrequest=2 Mbps.
By performing the admission check we see thatCallocated +
Crequest < CTOTAL.

Since only one 1Mbps connection was installed previously,
end-to-end admission test also signals positively, i.e. interior
router interface 130.92.66.1 also passes the admission check for
this uni-directional QoS support. We can, therefore, we can ac-
cept the connection. All we need to do is add the the following
routing commands in router 130.92.70.101 and also similar set
of commands in router 130.92.66.141.



crypto map cati-tunnel 144 ipsec-isakmp
set peer 130.92.66.141
set transform-set ah-md5-hmacANDesp-des
match address 144
interface FastEthernet1/0
rate-limit input access-group 144 2000000 2000000

8000000 conform-action transmit exceed-action drop
access-list 144 permit ip host 172.17.0.103
host 172.20.0.100

4.2 Prerequisites for Dynamic Configuration

We have seen from the above example how routers are actually
configured (manually) and what needs to be done in the routers if
additional tunnels need to established between two peer routers.
Based on this experience of section 4.1 and admission control
methods presented in section 3, we will now try to identify the
prerequisites of an automated system like a Bandwidth Broker
capable of dynamic service configuration and mimic a system
administrator. These are:

� User and Request Validity: The system should be able iden-
tify the user and the validity of request.

� VPN Readiness: Edge routers should beVPN Ready. This
means that IKE policy commands from line 1 to 5 and com-
mand for specifying tunneling/encryption methods (lines 6 -
10) should be pre-configured in the VPN edge routers so that
when a new tunnel is configured it can choose one of previ-
ously configured tunneling/encryption methods (for exam-
ple, in line 13ah-md5-hmac esp-des is chosen).

� Resource management of edge and interior routers: Each
edge and interior router need to be pre-configured to support
a certain amount of quantitative traffic as specified by ISP.
The system should also be able to track the resource usage
so that admission control can be performed to have a well
provisioned system.

� Topology maintenance: The system should store the topol-
ogy of the network. When a connection request arrives the
system should know which transit path (i.e. which interior
routers the VPN connection will traverse) will be followed.

� Management of existing connections: The same connection
that is already established cannot established with a differ-
ent tunnel ID.

� Management of interfaces: The system should be intelligent
enough to identify which routers and interfaces should be
configured.

� Remote configuration of routers: The system should be able
to configure the appropriate routers to activate the service
immediately without the invocation of a human operator.

4.3 The Essential Components of Bandwidth
Broker

Based on the above requirements our Bandwidth Broker (Figure
6) has been developed to establish VPN tunnels dynamically on
customers’ request and also to allocate QoS to them. The BB
interacts with specialized configuration daemons (CD)(remote
configuration of routers) when a certain user request arrives to

setup a tunnel and the BB has to decide whether it can allocate
enough resources to meet the demand of that tunnel. The main
components of BB are:

Figure 5: VPN Web interface

Module
Decision

Information
Module

Provisioning
Edge

Provisioning
Interior

Module
Decision

Interior
Resource
Database

Topology
Database

Database
Interface Edge

Resource
Database

SLA
Database

Edge Resource Manager

Database
Connection

Information
Module

Towards Network

Interior Resource Manager

Figure 6: Components of a BB for Resource Provisioning

The SLA database(user and request validity) does contain
not only the user’s identification, but also specifies the maximum
amount and type of traffic he/she can send and/or receive for a
tunnel. As we are concerned about closed user groups, a SLA
also contains the boundary of a valid VPN area. This perime-
ter of the valid VPN area and are put in this database as source
and remote stub address’. User authentication process prohibits
malicious users to setup unauthorized tunnel and access network
resource illegally. The SLA, however, allows a user to add new
VPN areas to his old contracted list of valid VPN areas. It con-
tains the following tuple:
<User ID, Password, Maximum BW in Mbps, Source Stub Ad-

dress, Remote Stub Address>

The interface database(Management of interface) contains
necessary records of edge routers that are used as tunnel end-
points for the outsourced VPN model. In such a model since



some customer stub networks are connected to the ISP edge
router we need to specify which stub networks are connected to
a particular edge router. Also, an edge router might have one or
more inbound and outbound interfaces which also need to speci-
fied for each stub network that is actually connected to a particu-
lar inbound interface of a router. This is important because nor-
mally at the inbound interface tunnels are policed on individual
basis and at the outbound they are shaped on aggregated basis.
Al the same time, outbound interfaces are also used as the tunnel
endpoints. Finally, a tunnel map to which all defined tunnels are
attached is also part of the record in this database that is activated
at the outbound interface of the router. The tuples are :
< stub network, edge router, generic router name, inbound

interface, outbound interface, tunnel map name>

The connection database(management of existing connec-
tions) contains a list of currently active VPNs. When a request
arrives for a new VPN connection or termination of an existing
connection, BB can check if that connection already exists or not
and then make its decision. The storage of detail connections in-
dicates how much resources have been consumed by VPN users
at various edge and interior nodes.
<user id, source address, src tunnel ID, rmt address, rmt tun-

nel ID, bandwidth, activation time>
The edge resource database(resource management of edge

routers) contains information regarding resource provisioned for
different router interfaces and used (allocated) capacity to ex-
isting VPN connections. The difference between the two is the
spared capacity that can be allocated to incoming connections.
Referring to the notations used in section 3.1CTOTAL is total
quantitative capacity dedicated to serve the VPN connection re-
quests,Callocated is the allocated capacity to existing connec-
tions. The tuples are, therefore:
< edge router,CTOTAL, Callocated >

The interior resource database(resource management of in-
terior routers) database also maintains records of quantitative re-
source provisioned and current resource consumption of various
router interfaces. The tuples are :
< IN(i; j), C(i; j)upper , C(i; j) >

The tunnel ID database(resource and connection manage-
ment) maintains a list unique tunnel IDs and their status for each
edge router.An ID that is available is marked as 1, and the one
that is used is marked as 2. The tuples are:
< edge router, Tunnel ID, Status>
The topology database(topology maintenance)contains de-

fault and alternate routing paths for various VPN source desti-
nation pairs. By extracting information from this database and
combining that with interior information a resource table can be
created to support end-to-end admission control.

4.4 Operational Details

To show the operational details we will consider the example of
section 4.1 where an administrator established a 1 Mbps tunnel
for source 172.17.0.103 and destination 172.20.0.100 by manu-
ally configuring the appropriate routers. Now we will see how
the BB mimics the administrator and dynamically establishes the
same VPN connection when an usercastisppsends his request
from WWW. Figure 8 shows all the communications involved
in setting up a VPN connection between two stub networks and

Figure 9 and 10 shows the partial entries of the databases (of
section 4.3) for experimental VPN setup of Figure 4. We will
describe the operational details by referring to the communica-
tion marked on Figure 8 or Figure 9 and 10. Considering each
communication in turn :
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Figure 7: VPN Connection Acceptance : Only Edge Admission
case

The request (step 1) contains user idcatispp, user password,
source (172.17.0.103) and remote address (172.20.0.100) for the
tunnel, amount of bandwidth (1 Mbps) and encryption/tunneling
method (policy #1 on webpage). The BB contacts the SLA
database that is responsible for validating the user and his re-
quest.If the user is identified correctly, his source and remote ad-
dress conforms the contract, and also the bandwidth requested is
less than or equal to the agreed traffic contract, it sends a positive
response (steps 2,3). After this validation the BB sends signal to
the configuration daemon (CD) to check it’s status. The status
can be busy, available, or down. Only in the case of availabil-
ity the user request can be processed further (steps 4,5). The
BB then contacts the connection database to check the existence
of an exactly similar tunnel. This is because between a source
and destination only one tunnel can remain active (steps 6,7).Be-
fore edge admission control BB finds which edge routers should
be configured by checking the interface database (dotted line).
The BB asks the edge resource database to allocate a tunnel of
certain amount. The resource database responds to the BB and
either allocates the resource or denies based on resource avail-
ability (steps 8,9). If resource is available then the BB asks the
tunnel ID database for an ID (dotted line in Figure 8). If end-to-
end resource allocation is necessary then the topology database
(dotted line) and interior resource databases are invoked (steps
10, 11 in 8(b)). If everything goes fine routing scripts are cre-
ated and appropriate routers are configured instantaneously (rest
of the steps).
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User   Source   Src.   Tun.  Dest.   Dest. Tun.   BW    Activation
ID      Addr.       ID         Addr.             ID                      Time

user request from WWW

CD

Interface Database

172.17.0.0  130.92.70.101  Goppenstein   FastEthernet1/0    FastEthernet0/0   cati-tunnel
Network    Router                Name              Interface                Interface                Name

SLA database

User      Passwd  BW   Source Stub   Remote Stub
Connection database

1
Deamonstatus BB

Coordinator

172.20.0.0  130.92.66.141  sarah               FastEthernet0/1    FastEthernet0/0   cati-tunnel

Stub           Edge                   Router             Inbound                Outbound      Tunnel map

                                 172.17.0.103   172.17.0.103
catispp  ******   4   172.18.0.100   172.20.0.103

172.18.0.0  130.92.90.20    Appolo           FastEthernet0/1    FastEthernet0/0   genbern

Figure 9: Partial Entries forSLA , Interface Databases. Connection
Databasedoes not contain any entry as no connection exists before request ar-
rival. As catisppis a valid user with a valid request,CD status is OK, and the
requested tunnel was not established before, BB proceeds further. It finds the
ingress and egress routers to be 130.92.70.101 and 130.92.66.141 by a simple
lookup in interface database.

CD

14

12

1110

8
9

15
...

                        
  

User

16

CD

Interior Resource database

Topology database
Edge Resource database

Tunnel ID database

Network Elements (routers)

Coordinator
BB

13
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130.92.70.101-130.92.66.141    130.92.66.1           -               ....
130.92.66.141-130.92.70.101    130.92.70.1           -               ....

Router             Capacity   Capacity
Interior            Total         Used

130.92.70.1         20             0
130.92.66.1         25             0
130.92.88.1         15             0

130.92.70.101   143           1
130.92.70.101   144           1
130.92.70.101   145           1
130.92.66.141   145           1
130.92.66.141   146           1
130.92.90.20     130           1
130.92.90.20     131           1

Edge                 Tunnel   Status

Edge                 Total         Used
Router             Capacity   Capacity

130.92.90.20         8              0
130.92.66.141      15            0
130.92.70.101      10            0

Figure 10: Partial Entries forEdge Resource, Interior Resource, Tun-
nel ID and Topology Databases. Admission control at 130.92.70.101 and
130.92.66.141 show that QoS can be supported in both directions at least at the
edges. BB picks up tunnel ID 143 for ingress router and 145 for the egress router
from the available lists in thetunnel ID database. For interior provisioning
BB readsTopology databaseand performs admission control at 130.92.66.1 and
130.92.70.1 to check the possibility of supporting QoS in both directions on end-
to-end basis.

Stream Stream Frame Frames/ Bit Rate (Per Sec.) Mux Rate (Per Sec) I:P:B
Size (bytes) Size Second only video with audio Ratio

heuris 20595900 352x240 29.97 1.152 1.4112 15:44:41
sayit 78021332 352x240 29.97 1.856 2.4576 15:41:42

Table 4: Sample MPEG-I Bitstreams

4.5 Performance Results

For the demonstration of performance, we played some MPEG-
I streams over various VPN tunnels. We selected two public
domain bitstreams that we believe constitute a reasonable data
set.Table 4 presents the characteristics of the bit streams. Here,
the bitstreams have different bit rate requirements.We believe the
best metric to judge the performance of the QoS VPN tunnels is
to measure to what extent the required bit rate is achieved while
playing over those tunnels in real time.

Figure 11(a) and 12 (a) show the bit rate distributions of
the MPEG streams ofheuris and sayit. These rates consider
the video frames only although the overall rates are higher.
We first established a 1.5Mbps and 2.5 Mbps VPN tunnel and
playedheuris and sayit respectively between routers Goppen-
stein and sarah for webserver (source) 172.17.0.103 and station
172.20.0.100 running MpegTV [10] player. As we can see in Ta-
ble 4 thatheurisandsayit require 1.411 Mbps and 2.457 Mbps
respectively, output traces of the received traffic as shown in Fig-
ure 11(b) and 12 (b) verifies that the allocation was adequate to
transmit the streams smoothly.
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Figure 11: (a) Bit Rate Distribution of Video Framely Only for
heuris, (b) Output Traces over a 1.50 Mbps Tunnel

The main intention here is not to find out the influence of buffer
size or burst length on shaping or policing algorithm to illustrate
performance changes, but rather to show the readers that such
QoS mechanisms work with VPN tunnels established through
our managed Bandwidth Broker system.
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5 Summary and Conclusion

In this paper, we have described the implementation of a Band-
width Broker that is not only capable of performing dynamic
end-to-end admission control to setup a leased line like VPN, but
also capable of managing and provisioning network resources of
a separately administered Diffserv domain. As more users are
likey to outsource VPN services to ISPs, the system allows reg-
istered users to establish and terminate QoS enabled VPN tun-
nels dynamically from WWW. As today’s network infrastructure
continues to grow, the ability to manage increasing network com-
plexity is a crucial factor for QoS enabled VPN solutions. It is
estimated that almost 40 percent of the total VPN budget in an
organization is spent for deploying and management of VPN and
network analysts advocate outsourcing the VPN services to the
ISPs [20]. Based on these industry needs we have developed
our system to be deployed by ISPs that would not only allevi-
ate the pain of corporate administrators who often need human
resources and huge amount of time in such complex implemen-
tations, but also benefit the service providers form the economic
point of view.

The current version of our implementation supports a single
ISP domain, but we believe with some modifications the system
can be easily tailored to provide end-to-end service across multi-
ple domains and we are currently working on it.
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