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Torsten Braun

Markus Wälchli

Thomas Bernoulli

Technical Report
IAM-04-010

Institute of Computer Science and Applied Mathematics (IAM)
University of Bern

Switzerland
December 2004

*The work presented in this paper was supported (in part) by the National Competence Center in Research on Mobile

Information and Communication Systems (NCCR-MICS), a center supported by the Swiss National Science Foundation

under grant number 5005-67322.



Contents

1 Introduction 4

2 Related Work 5
2.1 Taxonomy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.1 Simple Flooding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.2 Probability-based approaches . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.3 Location-based approaches . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.4 Neighbor-designated approaches . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.5 Self-pruning approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.6 Energy-efficient approaches . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.7 Directional antenna-based approaches . . . . . . . . . . . . . . . . . . . . 8

2.2 Discussion of Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Dynamic Forwarding Delay for Unicast Routing . . . . . . . . . . . . . . . . . . . 9

3 Dynamic Delayed Broadcasting Protocol (DDB) 10
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.2 DDBAC for Minimizing the Number or Transmissions . . . . . . . . . . . . . . . 10

3.2.1 DFD function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.2.2 DDBDB based on Distances . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2.3 DDBSS based on signal strength . . . . . . . . . . . . . . . . . . . . . . . 14

3.3 DDBRB for Maximizing Network Lifetime . . . . . . . . . . . . . . . . . . . . . . 15
3.4 Effects of Irregular Transmission Range . . . . . . . . . . . . . . . . . . . . . . . 15
3.5 Optimizations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3.5.1 ”First Always” Forwarding Policy . . . . . . . . . . . . . . . . . . . . . . 16
3.5.2 Cross-Layer Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.5.3 Directional Antennas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

4 Analytical Assessment 17

5 Simulations 22
5.1 Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5.2 Simulation Parameters and Quantitative Performance Metrics . . . . . . . . . . . 22
5.3 Evaluating different versions of DDB . . . . . . . . . . . . . . . . . . . . . . . . . 23

5.3.1 The versions to minimize the number of transmissions . . . . . . . . . . . 23
5.3.2 Impact of Max Delay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
5.3.3 Impact of rebroadcasting threshold RT . . . . . . . . . . . . . . . . . . . 25
5.3.4 Impact of the different components . . . . . . . . . . . . . . . . . . . . . . 25
5.3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

5.4 Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
5.5 Mobile Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
5.6 Congested Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
5.7 Irregular Transmission Range . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.8 Network Lifetime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

6 Conclusion 36

2



Abstract

In this report we present a simple and stateless broadcasting protocol called Dynamic Delayed
Broadcasting (DDB) which allows locally optimal broadcasting without any knowledge about
the neighborhood. As DDB does not require any transmissions of control messages, it conserves
critical network resources such as battery power and bandwidth. Local optimality is achieved
by applying a principle of Dynamic Forwarding Delay (DFD) which delays the transmissions
dynamically and in a complete distributed way at the receiving nodes such that nodes with
a higher probability to reach new nodes transmit first. An optimized performance of DDB
over other stateless protocols is shown by analytical results. Furthermore, simulation results
show that, unlike stateful broadcasting protocols, the performance of DDB does not suffer in
dynamic topologies caused by mobility and sleep cycles of nodes. These results together with
its simplicity and the conservation of network resources, as no control message transmissions
are required, make DDB especially suited for sensor and vehicular ad-hoc networks.
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1 Introduction

Mobile wireless ad-hoc networks consist of a collection of wireless host which are free to move
randomly. Nodes can communicate directly with all neighbor nodes within transmission range.
As transmission ranges are limited, nodes have to cooperate to provide connectivity. Sensor
networks and vehicular ad-hoc networks can considered as special types of ad-hoc network
with some distinct characteristics. A very important characteristic of those networks is that
the topology may change frequently and unpredictably either due to mobility or sleep cycles
of nodes. Furthermore, in sensor networks the number of nodes may be significantly higher
and nodes may be more prone to failures and have more strict constraints in terms of battery
power, processing capabilities, and bandwidth. These two types of ad-hoc network also differ
in their communication paradigm from a general ad-hoc network where traffic flows are almost
uniformly distributed. In sensor networks, the information flow is mainly from and to one or few
specific sinks, whereas in vehicular ad-hoc networks the packet may simply sent into a specific
direction, e.g. along the road. In the remainder of this paper, we use ad-hoc network as an
umbrella term including sensor networks and vehicular ad-hoc networks.

Broadcasting in ad-hoc networks is different from broadcasting in wired networks for several
reasons. The network topology may change frequently caused by mobility or changes in the
activity status of nodes. Broadcast protocols have also to cope with limited system resources
such as bandwidth, computational and battery power. Unlike in wired networks where the total
cost of the broadcast is normally just the sum of all link costs, ad-hoc networks can make use
of the broadcast property of the wireless medium which allows all neighbor nodes to receive a
packet with one single transmission. Thus, the costs are typically not associated with the links
between nodes but with the nodes themselves.

Broadcasting in mobile ad-hoc networks is most simply and commonly realized by flooding
where nodes broadcasts each received packet exactly once. Duplicated packets are detected e.g.
by the source node ID and a sequence number. Assuming a completely connected network, there
may be up to as many transmissions as nodes in the network. Especially in dense networks,
flooding generates a large number of redundant transmissions where most of them are not
required to deliver the packets to all nodes. Nodes in the same area receive the packet almost
simultaneously such that the timing of the retransmissions is highly correlated. This excessive
broadcasting causes heavy contention and collisions, commonly referred to as the broadcast
storm problem, which consumes unnecessarily scarce network resources.

Two important objectives of any broadcast algorithms in ad-hoc networks are reliability
and the optimization of resource utilization. First, reliability deals with the successful delivery
of a packet to all nodes in the network. Even in a completely connected network, the packet
may often not be delivered to all nodes since broadcast packets are normally not acknowledged
and the broadcast storm makes the one-hop transmissions highly unreliable. Second, the use
of network resources should be minimized without that reliability suffers. Interestingly, these
objectives are often complementary. Minimizing the number of transmissions may also help
reliability and decrease delay as it alleviates the broadcast storm.

It is impossible, or possible with a prohibitive amount of control traffic only, to broadcast
network-wide optimally a packet. For example, to minimize the number of transmissions would
require determining the minimal connected dominating set. Thus, most practical broadcast
algorithms for ad-hoc networks try to approach network-wide optimal by locally optimal broad-
casting of packets. This is commonly achieved by the proactive exchange of hello messages
between neighbors such that nodes are aware of the network topology in their local neighbor-
hood. However, this statefulness raises many critical issues such as the proactive use of network
resources for control messages and the scalability in dynamic topologies. Another kind of broad-
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cast protocols has also been proposed, which are stateless and do not require any knowledge
about the neighborhood. They were shown to perform well in specific scenarios but very poorly
in others, e.g. for varying node densities and traffic loads.

In this paper, we introduce the protocol DDB (Dynamic Delayed Broadcasting). DDB is
stateless and completely localized. Thus, it does not cause any overhead and is highly scalable
in dynamic networks. However, it does neither suffer from the drawbacks of other stateless
broadcast algorithms, which is achieved by the use of the dynamic forwarding delay (DFD)
concept. DFD allows nodes making locally optimal rebroadcasting decisions. Nodes decide
whether to rebroadcast a message solely based on information available at the node itself and
the information given in the broadcast packet, which are also used to compute a short delay
before rebroadcasting packets by applying a DFD function. The concept of DFD supports the
optimization for different metrics such as the number of retransmitting nodes, end-to-end delay,
network lifetime, etc. and can take different parameters as input such as distance to other nodes,
incoming signal strength, etc. We explicitly propose and evaluate in more detail DDB with four
different DFD functions. The first two DFD functions aim at reducing the number of overall
transmissions to deliver the packet to all nodes in the network. The first uses the distance to the
previous transmitting node which allows estimating the additionally covered area, whereas the
second uses the distance itself. The third DFD function has the same objective of minimizing
the number of rebroadcasting nodes, but assumes that no location information is available
and instead uses the power level of the incoming signal to approximate the distances between
nodes. The fourth function addresses the problem of power consumption and aims at extending
the network lifetime by favoring nodes which have more residual battery energy. We refer to
DDB with one of these four specific DFD functions as DDBAC, DDBDB, DDBSS, and DDBRB,
respectively. (AC, DB, SS, and RB stand for ”Additional Coverage”, ”Distance-Based”, ”Signal
Strength”, and ”Residual Battery”, respectively.) DDB without subscript refers to the general
DDB protocol without any explicit DFD function.

The remainder of this paper is organized as follows. An overview of related work is given in
section 2. We describe the details of DDB in section 3. Analytical and simulation results are
provided in section 4 and 5. Finally, section 6 concludes the paper.

2 Related Work

Many broadcast protocols have been proposed in order to cope with the broadcast storm prob-
lem and optimize broadcasting in ad-hoc networks. We first provide a brief taxonomy of existing
broadcast algorithms for mobile ad-hoc networks. In a second step, we discuss some character-
istics and encountered problems of broadcasting protocols and summarize the conclusions from
several comparison studies. The concept of dynamic forwarding delay (DFD) used to achieve
optimized broadcasting in this paper has also been applied to unicast routing protocols. At the
end of the related work section, we briefly describe how DFD is used in these protocols.

2.1 Taxonomy

2.1.1 Simple Flooding

It was argued in [1] that flooding might be the only way to reliably deliver a message to
every node in highly dynamic or very sparse networks. This does not only hold for broadcast
transmissions, but also for multicast and unicast packets. In such environment, the overhead of
other protocol may be even higher than of simple flooding, or they are not able to delivery the
packet at all. Simple flooding may also be used just because for reasons of simplicity.
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2.1.2 Probability-based approaches

In [2], each node rebroadcasts a message with a certain probability p and drops the packet
with probability 1 − p. If the probability to forward a packet is 1, this scheme is identical
to simple flooding. [2] also proposed a counter-based scheme, where a node only rebroadcasts
a message if it has received the message less frequently than a fixed threshold. In [3], the
threshold is no longer fixed but adapts to the number of neighbors. [4] evaluated probabilistic
broadcasting in more depth and proposed several extensions to the protocol of [2] based on the
obtained results. The authors were able to improve the performance of their optimized protocols
by accounting for nodes’ neighbor counts and local congestion levels. These modifications
require however additional transmission such as hello packets, called beacons, and an adaptive
random delay. They also noted that these improvements have several drawbacks. First, the big
advantage of these protocols, their simplicity, is negated. Secondly, if beacons are transmitted,
the information about the local neighborhood could be employed in a more intelligent way like
in the neighbor knowledge schemes as argued in [5]. In [6], the authors proposed to adjust the
probability with which a node rebroadcasts a message depending on the distance to the last
visited node. The distance between nodes is approximated by comparing the neighbor lists.
Probability-based schemes were evaluated theoretically and by simulations in [7].

Several extensions have been proposed for these protocols to account for these circumstances
by trying to dynamically adapt the threshold parameters depending on the encountered network
conditions. For example, [4] proposes to compare the number of received messages to the number
of neighbors. However, as stated in [5], this would require again knowledge of the neighborhood
at the cost of additional transmissions. And still, the problem remains how many neighbors
should rebroadcast in order to avoid a dying packet which is still depending on the global density
of the network. Furthermore, if neighbor knowledge is available, protocols should not only use
this information to adapt thresholds, but make more intelligent use of this information.

2.1.3 Location-based approaches

In the location-based schemes proposed in [2], the forwarding decision is solely based on the
position of the node itself and the position of the last visited node as indicated in the packet
header. Nodes wait a random time and only forward a message if the distance to all nodes from
which they received the message is larger than a certain threshold distance value. The random
waiting time is required to give nodes sufficient time to receive redundant packets and to avoid
simultaneous rebroadcasting at neighbor nodes. The rational behind this is that only nodes
which cover significantly large additional area rebroadcast the message. Instead of using the
distance of nodes as a measure for the additional area covered, they also proposed an area-based
method, which directly determines the possible covered area from the distances between nodes.
In a second scheme, it was proposed to use signal strength to approximate distances.

2.1.4 Neighbor-designated approaches

Neighbor-designated schemes are characterized by the fact that nodes are aware of their neigh-
borhood. The basic idea in all proposed approaches is that each node selects a set of forwarders
among its one-hop neighbors such that the two-hop neighbors can be reached through the for-
warders. A node only forwards packets from the set of neighbors out of which it was selected
as forwarder thus reducing the total number of transmitted messages. In multipoint relaying
(MPR) as described in [8], all two-hop neighbors should be covered by the selected one-hop
forwarder. MPR is the broadcast mechanism used in the OLSR routing protocol as defined
in RFC 3626 [9]. In [10], the set of forwarders also comprises all one-hop neighbors, which
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are not at least covered by two other forwarders. In [11] and [12] the set of forwarders was
reduced by excluding the one-hop neighbors that were already covered by the node from which
the broadcast packet was received. In [13], two-hop neighborhood information is piggybacked
on packets and permits to eliminate the two-hop neighbors already covered by the last visited
node. In [14], the set of forwarding nodes is selected from all neighbors with higher priority.

2.1.5 Self-pruning approaches

Unlike in the neighbor-designated method, each node decides for itself on a per packet basis if
it should rebroadcast the packet. In [11], a node piggybacks a list of its one-hop neighbors on
each broadcast packet and a node only rebroadcasts the packet if it can cover some additional
nodes. Several of these approaches are based on (minimal) connected dominating sets. As the
problem of finding such a set is proven to be NP-hard [15], several distributed heuristics are
proposed. [16] proposed an algorithm, which only requires two-hop neighborhood information.
A node belongs to the dominating set, if two unconnected neighbors exist. Furthermore, two
rules are proposed to reduce the size of the connected dominating set, which requires an order
on the IDs of the nodes. This idea was further improved in [17], where the degree of a node was
used as primary metric instead of their IDs. The protocol proposed in [18] also relies on two-
hop neighborhood information and assigns a priority to nodes proportional to the number of
neighbors. Nodes with higher priority rebroadcast a packet first. A generic scheme was proposed
in [19] based on two conditions, namely on neighborhood connectivity and history of the already
visited nodes. In [20], it was shown that minimum latency broadcasting is also NP-hard and an
algorithm was proposed where latency and the number of transmissions are bounded by a factor
of the optimal values. To be able to cope more efficiently with mobility, [21] proposed to use two
different transmission ranges for the determination of forwarders and for the actual broadcast
process. In [22], connected dominating sets and the concept of planar subgraphs are combined
to reduce the communication overhead for broadcast message in a one-to-one network model
where each transmission is directed only towards one neighbor. A comprehensive performance
comparison of various of these broadcast protocols based on self-pruning is given in [23].

2.1.6 Energy-efficient approaches

The problem of transmitting a message energy-efficiently to all nodes in the network where
node have adjustable transmission radii was considered in several papers. [24] proposed an
incremental power algorithm, which constructs a tree starting from the source node and adds
in each step a node not yet included in the tree that can be reached with minimal additional
power from one of the tree nodes. [25] considered the minimum energy broadcasting problem
and proposed a localized protocol, where each node requires only the knowledge of the position of
itself and the neighboring nodes. [26] showed the NP-completeness of minimal power broadcast.
In [27] it was shown that that minimizing the total transmit power does not maximize the overall
network lifetime. Note that energy efficiency is not necessarily directly related to network
lifetime. If always the same nodes forward packets, broadcasting may be energy-efficient, but
the battery at these nodes deplete quickly. In [27], the algorithm constructs a static routing
tree, which maximizes network lifetime by accounting for residual battery energy at the nodes.
A static tree does not change after the tree has been setup and, thus, does not really maximize
the possible network lifetime, if nodes are mobile and routing can be dynamically adjusted.
[28] presented a distributed topology control algorithm, which extracts network topologies that
increase network lifetime by reducing the transmission power. A comparison of several power-
efficient broadcast routing algorithms is given in [29].
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2.1.7 Directional antenna-based approaches

Directional antennas can be used to improve the performance of broadcasting by reducing in-
terferences, contention, etc. It was shown in [30] that MAC protocols, which utilize directional
antennas can improve the performance of broadcast traffic in ad-hoc networks. In [31], nodes
broadcast packets only into the opposite direction from which they were received. In [32], direc-
tional antennas are used to transmit in a one-to-one fashion broadcast packet to all neighbors.
A comparison study of the performance of various directional antennas algorithms is provided
in [33].

2.2 Discussion of Related Work

The probability- and location-based schemes, as well as simple flooding belong to the category of
stateless algorithms as they do not require any neighbor knowledge. The neighbor-designated,
the self-pruning, and the energy-efficient schemes all belong to the stateful protocols. They re-
quire at least knowledge about their one-hop neighbors, sometimes even global network knowl-
edge is required. Comprehensive comparison studies were conducted in [5], [4], [23], and [29].
Their main conclusions can be summarized as follows:

Stateful protocols were found to be barely affected by high traffic loads and collisions.
However, their performance suffers significantly in highly dynamic networks as the frequent
topology changes induce an excessive, or even prohibitive, amount of control traffic, which
occupies a large fraction of the available bandwidth. Furthermore, stateful algorithms may
also never converge and reach a consistent state, if changes occur too frequently. Topology
changes can not only be caused by mobility of the nodes but also by energy saving mechanisms,
where nodes toggle between sleep and active modes. Their inability to cope with frequent
topology changes together with the proactive transmissions of control messages, which wastes
network resources, make stateful protocols unsuitable for certain kind of ad-hoc networks such
as sensor and vehicular networks. The authors of [5] concluded that stateful protocols, more
precisely neighbor-designated schemes, should be only used in semi-static or extremely congested
networks.

On the other hand, it was shown that stateless algorithms are almost immune to frequently
changing network topologies. Among the stateless schemes, the location-based methods per-
formed best overall. The main drawbacks of stateless protocols and the reason why they were
not recommended in [5] were found to be twofold. First, the number of rebroadcasting nodes
is disproportionately high in networks with a high node density. Secondly, the random delay
introduced at each node before rebroadcasting a packet is highly sensitive to the local conges-
tion level. The main reason for this is that these stateless protocols use fixed parameters, e.g.
the probability- or distance-threshold whether to rebroadcast a packet. They are highly sen-
sitive to the chosen value and may perform well in some scenarios, and very poorly in others.
For example, packets may either die out in sparse networks or the number of transmissions
may not be reduced significantly in dense networks for too low and high parameters values,
respectively. Energy-efficient schemes may not be suited for mobile networks with frequently
changing topologies. They require a large computational and communication overhead to con-
struct a power-efficient network structure. The overhead may be beneficial in a static network,
where this structure has to be determined only once. In a mobile network, it may either not be
possible to maintain this structure at all or only with a prohibitive amount of energy consump-
tion.

We may conclude that stateless protocols would be a preferred choice for sensor networks,
vehicular ad-hoc networks, and other ad-hoc networks with dynamic topology and/or strictly
limited resources, if they could achieve nearly the same performance of stateful protocols. The
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DDB protocol introduced in this paper is stateless and thus has all the aforementioned advan-
tages of stateless protocols. DDB is not affected by changing topologies and does not require the
proactive transmission of control messages, which saves scare network resources such as band-
width and battery power. Unlike other stateless protocols, DDB allows making locally optimal
rebroadcasting decisions by applying the concept of DFD such that ”better” nodes rebroadcast
first and suppress the transmissions of other neighbors. This dynamic process of distributed
neighbor selection enables DDB to cope with a wide range of network conditions. In other
stateless protocols, the sequence of rebroadcasting neighbors is random such that transmissions
occur which are not necessary.

Our work is different in the following way from the work in [2] which also used location
information for designing a broadcast algorithm: First, the timing of the rebroadcasting in
DDB is not randomly, but nodes apply the concept of DFD to determine when to forward
the packet which allows taking locally optimal rebroadcasting decisions without knowledge
about the neighborhood. In [2], location information is used only to decide whether or not
to rebroadcast. Second, DDB is designed with a cross-layer perspective in mind by coupling
the MAC and network layer. This allows taking advantage of information only available at
the network layer to more optimally schedule packets at the MAC-layer. Third, a common
problem of broadcast protocols based on fixed parameters values and thresholds, i.e. which also
occurs in [2] and other stateless protocols, is that they hardly can adapt to changing network
conditions. Even though we also use a threshold in DDB to determine whether to rebroadcast a
packet, we propose a different forwarding threshold policy which almost completely eliminates
the drawbacks of fixed parameter. Forth, DDB is less sensitive to local congestion level which
is an immediate consequence of the dynamic adjusted rebroadcasting. The motivation and
justification for these changes are discussed in more detail below and will become evident in the
simulation section. Fifth, DDB may be improved to extend the network lifetime by accounting
also for the battery level of nodes in the forwarding decision. A further contribution of this
report is the energy-based scheme DDBRB which is to the best of our knowledge the first
completely localized schemes which aims at extending the network lifetime. Most other energy-
efficient protocols aim at reducing the energy to deliver the broadcast packet to all nodes in
the network and/or adjust transmission power. However this may be complementary to the
network lifetime in most scenarios [27].

2.3 Dynamic Forwarding Delay for Unicast Routing

Lately, several unicast routing protocols for ad-hoc and sensor networks have been proposed
which adopt a new paradigm for position-based routing [34][35][36][37]. The next hop is not
determined at the sender, but in a distributed way at the receivers. Nodes do not rely on
information about neighbors anymore and allow disposing beaconing completely. These beacon-
less routing protocols exploit the broadcast property of the wireless medium to determine in
a completely distributed way the next node after the packet has been transmitted. Any data
packet is just broadcasted and all receiving nodes compete to forward the packet. Each node
calculates an additional Dynamic Forwarding Delay (DFD) before forwarding the packet based
on its position relative to its neighbors and the destination. The first node, which succeeds to
transmit, suppresses the others. These protocols eliminate a lot of drawbacks of conventional
position-based routing protocols which need beacons such as GFG [38], GOAFR [39], GPSR [40],
but also cause new problems. For example, to assure mutual reception of relayed packets, only
nodes within a certain area are potential forwarders.
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3 Dynamic Delayed Broadcasting Protocol (DDB)

3.1 Introduction

We assume that nodes are either aware of their absolute geographical location by means of
GPS or virtual coordinates as proposed lately in several papers, e.g. [41]. Many applications in
sensor and vehicular ad-hoc networks already require per se location information. Thus, this
location information available for free can be used to optimize lower network operations such
as routing and broadcasting. In DDB, the last broadcasting node stores its current position
in the header of the packet. This is the only external information required by other nodes in
order to calculate when and whether to rebroadcast. Location information may not always be
available. DDB can also operate without location information and use incoming signal strength
to approximate the distance to other transmitting nodes.

For reasons of simplicity we do not consider the altitude, i.e. nodes are located in a two-
dimensional plane. However it is not required that a node has any information about its
neighborhood. Thus, no hello messages have to be transmitted periodically which saves scares
resources like bandwidth and battery power. Even though, one may argue if location information
is available, it will also be used for unicast routing and most position-based routing algorithm
(e.g. GFG/GPSR [40], GOAFR [39]) require the periodical transmission of hello messages and
knowledge about one-hop neighbors anyway. Thus this information can also be used without
any additional overhead for broadcasting algorithms. First, lately there were several unicast
routing protocols proposed which do no longer rely on neighbor information for forwarding
as described in section 2.3. Furthermore, we may think of several applications where unicast
routing is never required, and only broadcast and geocast communication occurs. For example
in sensor networks or vehicular networks, messages often only need to be distributed to all nodes
are some nodes within a certain area, called geocasting [42].

3.2 DDBAC for Minimizing the Number or Transmissions

The objective of the first scheme DDBAC is to minimize the number of transmissions and at the
same time to deliver the packet reliably to all nodes. Nodes that receive the broadcasted packet
use the concept of dynamic forwarding delay (DFD) to schedule the rebroadcasting and do not
forward the packet immediately. From the position of the last visited node stored in the packet
header and the node’s current position, a node can calculate the estimated additional area that
it would cover with its transmission. Depending on the size of this additionally covered area,
the node introduces a delay before relaying the packet, where the delay is longer for a smaller
additional area. In this way, nodes that have a higher probability to reach additional nodes
broadcast the packet first. Note that this is achieved without nodes having knowledge about
their neighborhood. Unlike in stateful broadcast algorithms, the ”best” nodes for rebroadcasting
are chosen in a completely distributed way at the receiving nodes and not at the senders. If a
node receives another copy of the same packet and did not yet transmit its scheduled packet,
i.e. the calculated DFD timer did not yet expire, the node recalculates the additional coverage
of its transmission considering the previous received transmissions. As usually, a node is able
to detect copies of a broadcast packet by their unique source ID and a sequence number.
From the remaining additional area, the DFD is recalculated which is reduced by the time
the node already delayed the packet, i.e. the time between the reception of the first and the
second packet. For the reception of any additional copy of the packet, the DFD is recalculated
likewise. A node does not rebroadcast a packet if the estimated additional area it can cover
with its transmission is less than a rebroadcasting threshold, denoted as RT , which also may be
zero. Obviously, DDBAC can ”only” take locally optimal rebroadcasting decisions as nodes do
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only receive transmissions from their immediate one-hop neighbors and thus have no knowledge
about other more distant nodes possibly already covering partially the same area.

To illustrate the complete procedure of the algorithm, consider the example given in Fig. 1,
where we assume a rebroadcasting threshold RT = 0. Furthermore, we do not account for prop-
agation and processing delay. They are typically in the order of µs and negligible compared to
the transmission delay and the delay introduced by DFD which are several orders of magnitude
higher.

(c) (d)

(a) (b)
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C C
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Figure 1: Example of the broadcast algorithm

Node A broadcasts a packet at time T = 0.0ms. The packet is received at neighbors B, E, C
in Fig. 1(a). These nodes determine the size of the additional area they cover and introduce the
additional delay accordingly. Say, node B, E,C calculate a DFD of 0.1ms, 0.2ms and 0.3ms,
respectively. Note that node C has no knowledge that there are two other neighbors which are
located at a better position, i.e. calculate a smaller DFD. Similarly, neither have node B nor E.
As node B introduces the shortest additional delay and consequently rebroadcasts the packet
first after 0.1 ms which is also overheard at node E, C in Fig. 1(b). Upon the detection of
this transmission, they determine a new DFD depending on the remaining additional coverage.
Thus, the new DFD of C will now be smaller than of E unlike before the transmission of node
B. Assume that node E and C calculate a new DFD of 0.7ms and 0.4ms minus the 0.1ms
they already delayed the transmission. Consequently, node C will rebroadcast the packet 0.3ms
later in Fig. 1(c) already at time T = 0.4ms. Node D and E receive the packet and calculate
the DFD as 0.2ms and 1.5ms, respectively. Node D received the packet for the first time only
now, but it still schedules the rebroadcasting much earlier, i.e. after 0.2ms than node E, which
waits 1.5ms minus 0.4ms passed since the reception of the first copy of this packet. After node
D transmitted the packet in Fig 1(d), node E drops the packet because it cannot cover any
additional area. The dynamic calculation and recalculation of the DFD assures that always
nodes that have a higher probability to reach new neighbors transmit first. As these nodes are
located close to the transmission boundary, the calculated delay is short and the packet should
be disseminated quickly within the network. In section 4, we will give some analytical results
about the expected delay and additionally covered area by DDBAC.
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3.2.1 DFD function

The explicit DFD function is crucial to the performance of DDBAC and should fulfill certain
requirements in order to operate efficiently. The function should yield larger delays for smaller
additional coverage and vice versa, if the objective is to minimize the number of transmissions.
We assume the unit disk graph as the network model and thus a transmission range scaled to
1.

r
d

B

Additional Area

d/2

A

Figure 2: Additional covered area

Considering Fig. 2, we can determine the size of the additionally covered area AC of a node
B’s transmission if it is at a distance d ∈ [0, 1] from the previous transmitting node A as follows.

AC(d) = 2 ·
(∫ 1

− d
2

√
1− x2 dx−

∫ −d+1

− d
2

√
1− (x + d)2 dx

)

which immediately yields

AC(d) =
d

2

√
4− d2 + 2 arcsin

(
d

2

)
(1)

The size of the additional covered area is maximal if node B is located just at the boundary
of the transmission range of node A, i.e. if d = 1.

ACMAX =

(√
3

2
+

π

3

)
' 1.91

Consequently, one transmission can cover a maximum of ACMAX
π ' 61% additional area which

was not yet covered by the transmission of other nodes, i.e. at least already 39% were covered
by other nodes’ transmissions.

Taking into account this maximal ACMAX , we propose a DFD function which is exponential
in the size of the additional covered area as it was shown in [43] that exponentially distributed
random timers can reduce the number of responses. Let AC denote the size of the additionally
covered area, i.e. AC ∈ [0, 1.91],

Add Delay = Max Delay ·
√

e− e(
AC
1.91)

e− 1
(2)

where Max Delay is the maximum delay a packet can experience at each node. The DFD
function is depicted graphically in Fig. 3 for a Max Delay = 1. We see that when nodes
have a higher AC, the calculated DFD timers are distributed over a larger interval. Thus, the
probability that a collision occurs at the first transmitting nodes, i.e. the ones close to the
transmission boundary, is lower. The timers of nodes with only a small AC are closer to each
other. However, as they transmit much later, they have received multiple transmission of other
nodes and may not require to retransmit at all because AC < RT .
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Figure 3: Delay introduced by the DFD function

Calculation of Additional Coverage The derivation of the additional area AC a node can
cover with its transmission is easy to calculate for just one received packet. However, it gets
more and more complicate when the node has to calculate AC after having overheard several
copies which require to determine the intersection of several circles. We approximate AC in
the following way. The transmission range is covered with a grid of square cells as depicted in
Fig. 4(a).

(a) Grid of squares over the trans-
mission range

Marked Cells

AB

r

(b) Marking of grid cells

Figure 4: Grid cells

The size of the square cells determines the accuracy of the approximation. Each node
considers itself located at the origin of the coordinate system. When a node A receives a packet
from a node B, it calculates that node’s position relative to its position (xr, yr) and uses the
circle disk inequality given in (3) to determine which of its grid cells are covered with B’s
transmission and marks the corresponding cells as shown in Fig.4(b).

(x− xr)2 + (y − yr)2 ≤ r2 (3)

A node proceeds analogously for each subsequent received copy of the same packet and marks
the unmarked cells which are covered by that transmission. Thus, each node can now easily
determine AC by dividing the number of marked cells by the total number of cells. With a
typical transmission radius of 250m and a grid square sizes of 5x5m, the divergence is in the
order of 1%.
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3.2.2 DDBDB based on Distances

Instead of using the additional covered area, which can be computational expensive, the distance
between the transmitting nodes is used as an approximation of the likelihood to cover additional
area. Each node keeps track of the minimal distance dmin ∈ [0, 1] to all nodes from which it
received a broadcast packet. After the first reception of a broadcast packet, dmin is just the
distance to the last transmitting node. dmin is used to calculate the DFD similar like with the
additional covered area. Unlike in the area-based variant of DDBAC, the DFD is recalculated
for each redundant received copy from a node which is closer than the currently stored dmin,
i.e. each packet is considered separately.

Add Delay = Max Delay ·
√

e− e
dmin

r

e− 1
(4)

The rebroadcasting threshold RT is accordingly based on distances. A node with a dmin

smaller than the rebroadcasting threshold does not rebroadcast the packet.

3.2.3 DDBSS based on signal strength

Dynamic Forwarding Delay (DFD) may also be applied to optimize broadcasting in sensor and
ad-hoc networks where nodes are not location aware. Instead of using the distance to the
previous transmitting node as the input to the DFD function, nodes use the incoming signal
strength. Packets received at higher power levels are delayed more as one may assume that
the sender is located close by, i.e. for a higher signal strength, the DFD should calculate a
larger additional delay as we may assume that we are close to the transmitting node, i.e. only
cover few additional area. Signals can only be decoded if they are received above the receiver
sensitivity. If the signal strength just equals the receiver sensitivity, the transmitting node is
at the boundary of the transmission range. Thus, we may assume that it has a large additional
coverage area and should retransmit quickly. For an attenuation factor a, a receiver sensitivity
Sr, and a received power of Pr measured in dBm, we propose the following DFD function.

Add Delay = Max Delay ·

√√√√e− e
A
q

10(
Sr−Pr

10 )

e− 1
(5)

Basically, (5) corresponds to (2) of the distance based DDBDB, respectively. Typical IEEE
802.11b WLAN card have a transmission power Pt of about 15 dBm and a receiver sensitivity
Sr of −81 dBm. These values are just exemplary and are not fixed. The transmission power
is normally subject to regulatory limitations and may vary in different countries. The receiver
sensitivity depends on the modulation scheme, i.e. on the data rate used, where lower data
rates normally use more robust modulation schemes which can still be decoded at lower power
levels, i.e. at higher distances.

Analogously, the rebroadcasting threshold is set to some signal strength value and a node
only transmits a packet if it has not received any packet at a power level above this threshold.
As the attenuation factor is normally not known, it has to be estimated. The more accurate
the estimation of the attenuation factor is, the better will the performance be. An advantage of
DDBSS based on signal strength is that it is less sensitive to non-isotropic transmission ranges.
If a node very close to the transmitting node receives a packet at a very low power level, we
may nevertheless assume that it is at the boundary of the transmission range, e.g. due to a very
high attenuation factor or a very power limited sender. Furthermore, nodes do not need to store
their position in the packet header. This not only reduces the size of the packet and, thus, the
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energy to transmit and receive it, but also allows faster processing as packets remain unaltered
through the whole broadcasting. Thus, no overhead and external information is required at all.

3.3 DDBRB for Maximizing Network Lifetime

The objective of extending the network lifetime can be complementary to the objective of
minimizing the number of transmissions to reach all nodes [27]. It may be beneficial that more
nodes with a lot of residual battery energy broadcast a packet instead of fewer nodes with an
almost depleted battery. In scenarios, where the source of the broadcast message is almost
uniformly distributed over all nodes in the network or mobility is high and movement patterns
are random, we may expect that the traffic load is also uniformly distributed over all nodes,
and thus the battery will deplete roughly at the same time at all nodes. However, in many
network environments, nodes rarely move and traffic flows are highly directed. This especially
applies to sensor networks where all traffic is normally originating from or directed to one or
few designated sinks and the mobility is rather low. If a deterministic algorithm is applied in
such a scenario, which does not take into account the battery level at nodes, always the same
nodes rebroadcast the packet. Consequently, some nodes will deplete much quicker than others.

In DDBRB, the calculated delay by DFD depends solely on the residual battery level of
a node and does not take into account the additionally covered area and the signal strength.
They are only used to determine whether to rebroadcast a packet, i.e. whether they are smaller
as RT . Nodes with an almost depleted battery schedule the rebroadcasting of the packet with
a large delay whereas nodes with a lot of remaining battery power forward the packet almost
immediately. Consequently, energy is conserved at almost depleted nodes, which increases their
lifetime and in turn extends the connectivity of the network. Therefore, we simply adapt the
DFD function to favor nodes with a lot of residual battery energy for rebroadcasting of packets.
The DFD function introduces a small delay for nodes with a lot of battery energy whereas nodes
with an almost depleted battery add a large delay. This is again done similar as in (2).

Add Delay = Max Delay ·
√

e− eEB

e− 1
(6)

EB is the remaining battery power of a node as percentage of the total battery capacity. The
possible benefit of such an energy-based scheme is highly depending on the MAC protocol and
the ratio between the energy consumption of sending/receiving/idle listening. If idle listening
consumes a substantial amount of energy compared to actual sending and receiving, all nodes
spend their energy almost independently whether they forward packets or not. In scenarios,
where either the MAC protocol puts a node into sleep mode to save energy or sending/receiving
consume substantial more energy than idle listening, it is essential that the task of forwarding
packets is fairly distributed among the nodes to maximize network lifetime even if traffic flows
are spatially constant.

3.4 Effects of Irregular Transmission Range

Until now, we have just assumed simple propagation model such as the two-ray ground reflection
model, which yields isotropic transmission ranges. This model is an oversimplification of the
real world as transmission ranges are always isotropic and links are bidirectional. However, it is
used in most paper including this one as it allows deriving some general properties of protocols.
Other more complex network models probability closer match the real physical characteristics
of a wireless network, but due to their complexity are often difficult to handle theoretically.
Simple flooding, probabilistic schemes, and neighbor knowledge schemes should not suffer too
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much from non-isotropic transmission ranges. Neighbor knowledge methods are topology aware
and the other algorithms do not rely on any external information at all. However, the efficiency
of the DDB protocol, as well as the location-based protocols of [2], may be affected severely.
The performance of these protocols depends on the accurate determination of the distance to
the previous nodes and the additional coverage area. Consider the example given in Fig. 5
with three nodes where node A broadcasted a packet which was successfully received at node
B and C. The lines indicate an equal mean power density which here just equals the receiver
sensitivity.

If the three nodes assume a circular transmission range, and this is the only thing they
can reasonably assume, node B rebroadcasts before node C. Taking into account the irregular
transmission ranges, node C covers a larger additional area and thus should rebroadcast first
which results in suboptimal rebroadcasting decisions of the algorithm. In case of irregular
transmission ranges, the fixed transmission range value r used for the calculation of the DFD in
DDB may be smaller than actual distance between the nodes. Thus, if the DFD functions yield
a value greater as Max Delay and smaller than 0, the values are simply set to Max Delay
and 0, respectively. In this paper, we also use the two-ray ground reflection model, but also
have simulated the protocols with a more realistic propagation models to assess the impact on
the protocols performance. This model yields highly irregular transmission ranges by taking
into account non-isotropic path losses, continuous variation, and heterogeneous signal sending
power.

Transmission Range of C

Transmission Range of B

Transmission Range of A

A
B

C

Figure 5: Irregular transmission ranges

3.5 Optimizations

3.5.1 ”First Always” Forwarding Policy

A common problem of broadcast protocols based on fixed parameter values is that they are not
able to cope with varying network conditions such as node density and traffic load [4]. DDB
also uses a rebroadcasting threshold and thus would be susceptible to the same problem. A
minor modification to the forwarding policy eliminates the problem almost completely. Nodes
do always forward a packet, which is received exactly once after the DFD expires independent
of the additional coverage, i.e. even if AC < RT . That means, the rebroadcasting threshold
is only applied from the second received packet on. Especially in sparse networks, a node even
with only very few additional area, may still be the only one to connect to other nodes and serve
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as the bridge to other node clusters. With this ”first always” forwarding policy of DDB, the
packet will be forwarded almost always in such scenarios and thus reduces the risk of packets
dying out. At the same time there is only a small increase in the number of ”unnecessary”
transmissions compared to the case when the threshold is applied to all packets, including the
first received packet. Particularly in dense networks, nodes overhear more than one copy and
thus apply the threshold criterion, which prevents packets from being rebroadcasted.

3.5.2 Cross-Layer Information

Only the network layer, where DDB logically resides on, is able to interpret the payload of the
packet such as source ID and sequence number, and thus detects that a just received packet is
a redundant packet. As long as the packet has not yet been passed down to the MAC layer,
this does not create a problem. The node simply either drops the packet if the threshold RT is
exceeded or recalculates a new DFD for that packet. However, it may frequently happen that
the packet is already forwarded to the MAC-layer. Two neighboring nodes normally receive
the same broadcast packet almost simultaneously and may calculate nearly the same additional
delay before rebroadcasting, i.e. because the have the same additional coverage. Thus, the
packet is handed down to the MAC layer at about the same time and both nodes try to send
the packet. The MAC layer is responsible to serialize the two transmissions. In this situation, a
network layer protocol has normally no influence on the further processing anymore and thus,
cannot prevent the second actually ”unnecessary” of the two transmissions. DDB is able to
access packets on the MAC layer, more precisely in the queue of the wireless interface and to
reprocess them accordingly, i.e. either drop the packets or schedule their transmission for a
later time.

3.5.3 Directional Antennas

As we have seen in section 3.2.1, already at least 39% of the transmission range of a node
was covered by previous transmissions, often much more. Consequently, a transmission with an
omnidirectional antenna radiates a lot of power unnecessarily into directions where no additional
area can be covered. Directional antennas may mitigate this drawback by forming the beam
only in directions of uncovered areas. Furthermore, for certain scenarios, the packet does not
need to be broadcasted to all nodes in the network but only in some specific directions. In sensor
networks, a request is sent into the network to collect some data from a specific region, thus,
nodes distant from the target region broadcast the packet only to nodes in the corresponding
direction and not to all neighbors. DDB could be further improved, if nodes are equipped with
directional antennas, which is discussed at the end of this paper. Implementing DDB with
directional antennas and a comparison with broadcast protocols, which make use of directional
antennas, are outside of the scope of this paper and left for future work.

4 Analytical Assessment

We want to calculate the expected size of the additional area AC that is covered by a node’s
transmission with DDBAC, i.e. nodes which cover more additional area broadcast the packet
first to minimize the number of transmissions. We assume again a transmission radius of 1.
In order to simplify the calculation, we compute the Taylor series expansion of the additional
coverage AC(d) as given in (1) with respect to the variable d about the point 0. The Taylor
series expansion of a function f(x) about a point x = a is given by

f(x) = f(a) +
f ′(a)

1!
(x− a) +

f ′′(a)
2!

(x− a)2 +
f (n)(a)

3!
(x− a)3 + . . .
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Thus, we obtain for AC(d)

AC(d) = d− 1
8
d3 + . . . + d +

1
24

+ . . . ' 2d (7)

Let n indicate the number of neighbors and Xi ∈ [0, 1] be a random variable indicating the
Euclidean distance of a neighbor i ≤ n. We assume that nodes are independently and randomly
distributed according to a two dimensional Poisson point process with constant spatial inten-
sity. Thus, the Xi are identically and independently distributed and have the same cumulative
distribution function (cdf) and probability density function (pdf). The cdf of the Xi can simply
derived by dividing the area of the circle with radius x by the size of the whole transmission
range, which is π. Thus, we obtain for the cdf FX and pdf fX with 0 ≤ x ≤ 1.

FX(x) = P (X ≤ x) = x2 fX(x) = 2x

From probability theory, we know that for a random variable V = g(U) as a function of a
random variable U , the pdf fV of V can be derived from g and the pdf fU of U as follows

fV (x) = fU [g−1(x)]
d

dx
g−1(x)

Thus, for a random variable Y , which indicates the additional area covered by a node’s
transmission, given as Y = g(X) = 2X by the approximation of the distance (7), the pdf fY of
Y can be calculated as follows.

fY (x) = fX [g−1(x)]
d

dx
g−1(x) =

x

2
with 0 ≤ x ≤ 2 (8)

Thus, the cdf the additional coverage of a nodes transmission is simply

FY (x) =
x2

4
with 0 ≤ x ≤ 2 (9)

In order to derive the expected additional coverage of each of the n neighbors, we sort their
additional coverage Yi such that Y(1) ≤ Y(2) ≤ . . . ≤ Y(n). Thus Yi is only the same as Y(i)

with probability 1
n and the sample maximum and minimum are Y(n) and Y(1), respectively.

Obviously, the k-most distant neighbor has also the k-largest expected additionally covered
area. The general cumulative distribution function cdf FY(k)

(x) for all Y(k) is given by

FY(k)
(x) = P (Y(k) ≤ x)

=
n∑

j=k

P (Y(j) ≤ x)

=
n∑

j=k

P (Exactly j of the Yi ≤ x)

=
n∑

j=k

(
n

j

)
[FY (x)]j [1− FY (x)]n−j

where FY (x) is the cdf of the Yi as given in (9).
The derivation fY(k)

of FY(k)
with respect to x can be calculated straightforward.

fY(k)
(x) =

d

dx
FY(k)

(x) =
d

dx




n∑

j=k

(
n

j

)
[FY (x)]j [1− FY (x)]n−j


 =
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d

dx

[(
n

k

)
[FY (x)]k[1− FY (x)]n−k +

(
n

k + 1

)
[FY (x)]k+1[1− FY (x)]n−k−1 + . . .

+
(

n

n− 1

)
[FY (x)]n−1[1− FY (x)]1 +

(
n

n

)
[FY (x)]n[1− FY (x)]0

]

and thus

fY(k)
(x) =

(
n

k

) [
kFY (x)k−1fY (x) (1− FY (x))n−k − (n− k)FY (x)k (1− FY (x))n−k−1 fY (x)

]
+

(
n

k + 1

) [
(k + 1)FY (x)kfY (x) (1− FY (x))n−k−1 − (n− k − 1)FY (x)k+1 (1− FY (x))n−k−2 fY (x)

]

+ . . . +
(

n

n− 1

) [
(n− 1)FY (x)n−2fY (x) (1− FY (x))− FY (x)n−1fY (x)

]
+

(
n

n

) [
nFY (x)n−1fY (x)

]

Expanding the terms yields

fY(k)
(x) =

n!
k!(n− k)!

kFY (x)k−1fY (x)(1− FY (x))n−k −
n!

k!(n− k − 1)!
FY (x)k(1− FY (x))n−k−1fY (x) +

n!
(k + 1)!(n− k − 1)!

(k + 1)FY (x)k(1− FY (x))n−k−1fY (x) + . . .

n(n− 1)FY (x)n−2fY (x)(1− FY (x))−
nFY (x)n−1fY (x) + nF (x)n−1

what eventually simply yields

fY(k)
(x) =

(
n

k

)
kFY (x)k−1fY (x) (1− FY (x))n−k

From (9), we have FY (x) = x2

4 and obtain

fY(k)
(x) =

(
n

k

)
k

(
x2

4

)k−1
x

2

(
1− x2

4

)n−k

with 0 ≤ x ≤ 2

It is well-known that the expected value of a random variable Z can be calculated from its
pdf fZ by

EZ =
∫ ∞

−∞
xfZ(x) dx (10)

Therefore, we obtain the expected value E
Y(k)

AC for the additional coverage for the k-most
distant neighbor solely depending on the number of neighbors n as follows.

E
Y(k)

AC =
∫ 2

0

(
n

k

)
k

x

2
x

(
x2

4

)k−1 (
1− x2

4

)n−k

dx

= 2
(

n

k

)
k

∫ 2

0

(
x2

4

)k (
1− x2

4

)n−k

dx (11)
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In order to calculate this integral, we use the beta function B(p, q), which is defined by

B(p, q) =
Γ(p)Γ(q)
Γ(p + q)

and can be expressed as

B(p, q) =
∫ 1

0
up−1(1− u)q−1 du

To put it in the form we need it, let u = x2

4 and du = 1
2x dx, and

Γ(p)Γ(q)
Γ(p + q)

=
∫ 1

0
up−1(1− u)q−1 du

=
1
2

∫ 2

0

(
x2

4

)p−1 (
1− x2

4

)q−1

x dx

=
∫ 2

0

(
x2

4

)p− 1
2
(

1− x2

4

)q−1

dx

Together with (11), this yields

E
Y(k)

AC = 2
(

n

k

)
k

Γ(n− k + 1)Γ
(
k + 1

2

)

Γ
(
n + 3

2

)

and by using Γ(n) = (n− 1)!, we finally obtain

E
Y(k)

AC =
2Γ(n + 1)Γ

(
k + 1

2

)

Γ(k)Γ
(
n + 3

2

) (12)

We compare this result with the expected additional coverage E∗
AC of other stateless broad-

casting schemes where the sequence of neighbors’ transmission is independent of their additional
coverage, e.g. as in the location-based and probability-based schemes. Clearly, the pdf fY of
the additional coverage for a single node is the same as derived before in (8). However, the
expected additional coverage is independent of the number of neighbors n and the same for all
neighbors k ≤ n and, thus, is constant. Again with (10), we obtain

E∗
AC =

∫ 2

0
x

x

2
dx =

4
3

In Fig. 6, the graph is plotted for E
Y(k)

AC of DDBAC and E∗
AC of other stateless broadcasting

algorithms depending on the number of neighbors for n = 1 . . . 30. Again, k ≤ n denotes the
k-most distant neighbor, i.e. the node with the k-largest additional coverage. E∗

AC is simply
the plane at 4

3 . Already for very few neighbors, the ”best” node, i.e. k = n, already covers
almost the maximum size of additional area of 1.91. Furthermore, also the next k ≤ n-best
nodes cover normally more than 4

3 what would be covered by a node’s transmission with other
stateless broadcasting schemes. Assuming the same rebroadcasting threshold RT for DDBAC

and the other location- and probability-based schemes, we can conclude that we might expect
an improved performance up to 43% = 1.91

4/3 in terms of transmissions. However, the advantage
of DDBAC is not only the reduction in number of transmissions, but also that the delay can be
reduced as distant node which transmit first almost add no delay. From the expected additional
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Figure 6: Expected additional coverage

coverage in (12) and the DFD function (2), we can easily determine the expected additional
delay introduced at the nodes.

E
Y(k)

AD = Max Delay ·

√√√√√√√√e− e

0
BBB@

2Γ(n+1)Γ(k+1
2)

Γ(k)Γ(n+3
2)

1.91

1
CCCA

e− 1

The results are depicted in Fig. 7 for a Max Delay of 1. Most nodes, which broadcast, i.e. where
k is in the order of n, delay the transmission only by a small fraction of the total Max Delay.
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Figure 7: Expected delay through DFD

Furthermore with DDBAC we know that nodes which cover more additional area broadcast
first and thus can design the DFD accordingly, which allows reducing the number of collisions.
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In other stateless schemes, the delay has to be much larger to have the same number of collisions
than in DDBAC as neighbors transmit randomly. As it is difficult to asses the exact influence
of the MAC layer and to take into account the dependencies between neighboring nodes when
their transmission ranges overlap, these analytical only provide a kind of rough bound for
the performance. Obviously, the values only are only correct when rebroadcasting neighbor
nodes’ transmission ranges do not overlap. However, this will never be the case as there are
a maximum of three non-overlapping neighbor node’s transmission ranges, namely when the
nodes are located at the boundary of the source node’s transmission range at a distance of 2.
Thus, only the expected additional coverage for the first transmitting node is is exact. The
derived values are slightly too high for the subsequent transmitting nodes. The values are more
and more overestimated when more node transmit and more transmission ranges will overlap.
Still, the general conclusions of the analytical results hold and will be validated in the next
section by simulations.

5 Simulations

5.1 Protocols

The DDB protocol was implemented with two optimizations proposed in section 3.5, namely
the ”first always forwarding policy” and the ”cross-layer information”. However, we did not
use directional antennas for DDB as the other protocols were not optimized for the use with
directional antennas. The performance of DDB is compared to three protocols described in
section 2: The location-based broadcasting protocol [2], which is abbreviated by LBP in the
following, the multipoint relay MPR [8], and simple flooding as the most simple broadcasting
protocol. LBP and MPR were chosen as representatives for the categories of stateless and
stateful broadcast protocols, respectively. However, we did not use any energy-efficient and
directional antenna based algorithms for comparison as they either use adjustable transmission
power and transmission directions, respectively.

The parameters of LBP and MPR are set as suggested in [5] and in RFC 3626 [9], respec-
tively. Specifically, the random delay at each node for LBP is set to 10ms and the rebroadcasting
threshold to 40% of the maximal additional covered area. The hello message interval and neigh-
bor hold time are 2 s and 6 s respectively for MPR. For the flooding, the packets are jittered
2ms to avoid that all neighbors transmit simultaneously.

5.2 Simulation Parameters and Quantitative Performance Metrics

We implemented and evaluated the protocols in the Qualnet network simulator [44]. The
results are averaged over 10 simulation runs and given with a 95% confidence interval, which is
sometimes very small and barely visible. The payload of the packets is 64 bytes and the interface
queue length is set to 1500 bytes. Radio propagation is modeled with the isotropic two-ray
ground reflection model. The transmission power and receiver sensitivity are set corresponding
to a nominal transmission range of 250m. We use IEEE 802.11b on the physical and MAC-layer
operating at a rate of 2 Mbps. The simulations last for 900s and data transmission starts at
180s and ends at 880s such that emitted packets arrive at the destination before the end of the
simulation.

The performance of the different protocols was measured in terms of quantitative metrics.
The delivery ratio is measured in the number of nodes which actually received a specific broad-
cast packet divided by the total number of nodes in the network. The second metric is the
number of rebroadcasting nodes. Since each node transmits a received packet exactly once,
the number of rebroadcasting nodes corresponds exactly to the total number of transmissions
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in the network. This is unlike for unicast transmissions where retransmission might occur on
the MAC layer if a packet is lost during transmission. Obviously, many control messages are
additionally required in MPR. These broadcast transmissions are not counted. The end-to-end
delay is simply the latency between the moment when the packet is transmitted from the source
and the time the last node received it.

5.3 Evaluating different versions of DDB

We simulated DDB in various scenarios to study the effect of the different components and also
to determine appropriate values for the rebroadcasting threshold RT and the Max Delay.

5.3.1 The versions to minimize the number of transmissions

We proposed three versions of DDB, which all have the same objective of reducing the number
of rebroadcasting nodes, namely DDBAC, DDBDB, DDBSS. In this subsection, we compare their
relative performance. The rebroadcasting thresholds RT are set to 40% of the maximum used
for the respective DFD functions. The selection of such a high value will be motivated in the
subsection 5.3.4. The thresholds for the area- and distance-based versions are easy to determine.
For DDBAC and DDBDB, RT was set to 40% of the maximal area a node can cover and 40%
of the maximal transmission radius, respectively. For a transmission radius of 250m this yields
0.4 · 1.91 · (250m)2 ' 47750m2 for DDBAC and 0.4 · 250m = 100 m for DDBDB. The threshold
for the signal strength version requires some calculations and further assumptions about the
typical attenuation factor. The attenuation factor in real physical environments is about 2 for
free space and may raise up to 6 for indoor environment. We choose an average attenuation
factor of a = 3 to roughly estimate the distance between nodes in the signal strength version
DDBSS. We set the threshold RT to Sr+12 dBm. The value is motivated by the fact that nodes
with 40% additional coverage are at a distance of approximately 100m. This is 2.5 times closer
to the source than a node at 250m, which receives a packet just at Sr and has the maximal
additional covered area. Assuming an average attenuation factor of 3, this immediately yields
that the signal strength at a distance of 100m is 10 · log10

(
2.53

)
= 12 dBm stronger than Sr.

Obviously, we could derive exact distances from signal strengths as the underlying propagation
model is known. Thus, the performance of the DDBDB and DDBSS would be the same. In
reality, the attenuation factor is not known and can only be estimated. Therefore, we did also
not use the exact attenuation factor used in the two-ray ground reflection propagation model
which is 2 until a certain distance and 4 afterwards.

The simulations were conducted in a static network without any congestion as we wanted to
compare the efficiency of the core algorithms and excluded any external influences. Thus, only
one source broadcasts one packet per second. We placed 1000 nodes randomly over a square
area with side lengths of 1414, 2000, 2828, 4000, 5656m to obtain different node densities. The
density is always doubled for the next smaller area size and equals approximately 6,12,24,49,
and 98 neighbors per node. The least node density of 6 neighbors was chosen as results from
percolation theory have shown [45] that 6 neighbors is is just about the minimal required density
for a completely connected network. For lower node density, the network is almost always
disconnected. However, it may still happen that the network is not completely connected with
only 6 neighbors and that a packet cannot be delivered to all nodes. To eliminate this bias
of the results, we implemented an algorithm to determine the size of the maximal connected
cluster which includes the source node. The delivery ratio and the number of rebroadcasting
nodes are calculated relatively to the size of that cluster.

The delivery ratio is almost always 100% as shown in Fig. 8(a), except for very sparse
networks where all protocols suffer slightly. DDBAC has the lowest delivery ratio, even though

23



 0.95

 0.96

 0.97

 0.98

 0.99

 1

56564000282820001414

N
um

be
r 

of
 r

et
ra

ns
m

itt
in

g 
no

de
s 

[%
]

Area side [m]

DDBAC
DDBDB
DDBSS

(a) Delivery ratio

 0

 0.05

 0.1

 0.15

 0.2

56564000282820001414

E
nd

-t
o-

en
d 

de
la

y 
[s

]

Area side [m]

DDBAC
DDBDB
DDBSS

(b) End-to-end delay

 0

 0.2

 0.4

 0.6

 0.8

 1

56564000282820001414

N
um

be
r 

of
 r

et
ra

ns
m

itt
in

g 
no

de
s 

[%
]

Area side [m]

DDBAC
DDBDB
DDBSS

(c) Ratio of rebroadcasting nodes

Figure 8: Comparison of different DFD functions

still higher than 98%. This is due to the fact that the metric of the additionally covered area is
additive. That means that even none of the neighbors covers by itself more than the threshold
of 40%, all together still may cover more than than the threshold. On the other hand, DDBDB

and DDBSS are not additive. As long as no node is below the 40% threshold, the node will
rebroadcast, independent on how many nodes perhaps cover already 39%. Due to the same
reason however, the number of rebroadcasting nodes for the DDBAC is smaller than for DDBDB

as depicted in Fig. 8(c). As expected the DDBSS performed not as well as the DDBAC as
signal strengths only allows to approximate distances and transmission ranges are perfectly
circular in our simulations. The situation may completely look different in case of irregular
transmission ranges, where distances do not match the additionally covered area anymore. Also
when considering the delay in Fig. 8(b), DDBAC outperforms the other two versions. This is
to due the reduced number of transmitting nodes. Thus, in the following we normally only
evaluate DDBAC in more detail. The general observations should however still hold for the
other two versions as well.

5.3.2 Impact of Max Delay

The delivery ratio was similar to the results in the previous subsection, almost 100% for all
scenarios, and independent of the Max Delay, and is, thus, not depicted. In Fig. 9(b), the
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delay of for Max Delay of 2, 5, and 10ms is given. A smaller Max Delay has a significant
smaller delay in sparse networks. The difference is reduced for denser networks. On the other
hand, we can see in Fig. 9(a) that the number of rebroadcasting nodes is basically not affect of
different values for Max Delay. As we will seen in subsection 5.3.4, the reason that a shorter
Max Delay does not increase the rebroadcasting nodes is due to the ”Cross-Layer Information”
optimization.
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Figure 9: Impact of Max Delay

5.3.3 Impact of rebroadcasting threshold RT

The values of RT are given as ratio of the maximal additionally covered area, i.e. 0% signifies
that no area must be left uncovered. The results in Fig. 10(a) show that the delivery ratio does
not suffer significantly from a higher rebroadcasting threshold RT even in sparse networks. The
reason is the ”first always” forwarding policy as shown in the next subsection 5.3.4. On the other
hand, we observe that a higher RT has a major impact on the delay and the rebroadcasting
nodes as depicted in Fig. 10(b) and Fig. 10(c). Especially, the raise from 0 to 10% of the maximal
additional area yield much better values, whereas a further raise only marginally improves the
results further.

5.3.4 Impact of the different components

In this section, we evaluate the impact of the two different optimizations proposed in section 3.5,
namely of the ”first always” forwarding policy and the ”cross-layer information”, which allows
DDB to drop packets stored in the queue of the MAC layer. We compare the performance
of the DDBAC with both optimizations to two slimmed versions, each one only comprising
one of the optimizations. In the DDBAC version without the ”first always” optimization, the
rebroadcasting threshold is also already applied if only one packet is received and not only if two
or more redundant packets are received. If the cross layer information is not enabled, DDBAC

does not have the ability to access packets on the MAC layer. Thus, as soon as DDBAC passes
the packet down to the MAC layer, the packet will be sent and cannot be cancelled anymore. In
Fig. 11(b) and Fig. 11(c), we can observe that the delay remains unaffected by the ”first always”
forwarding policy and that the number of rebroadcasting nodes is increased very slightly. On
the other hand, we have in Fig. 11(a) that the delivery ratio sharply drops in sparse networks, if
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Figure 10: Impact of rebroadcasting threshold RT

the ”first” always option is not enabled. This optimization allows DDB to efficiently cope with
varying node densities. These results correspond to our prior considerations in section 3.5.

The performance of DDBAC without the cross layer information suffers drastically, especially
in numbers of rebroadcasting nodes in Fig. 11(c). The ratio to the DDBAC is about 2 for sparse
networks, but then increases to more than 10 for denser networks. As more nodes transmit
almost simultaneously, the ability to access packets on the MAC layer is more beneficial in
denser networks. The increased delay in Fig. 11(b) is a consequence of the higher number of
transmitting nodes. However, if we simply increase the Max Delay to 10ms then the perfor-
mance without the cross layer information optimization almost equals again to the ”original”
DDB as shown in Fig. 11(d). With this longer Max Delay, nodes keep the packet longer before
passing to the MAC layer, this in turn increases the probability to receive redundant packets
such that the rebroadcasting threshold is passed. Thus, we may conclude that this optimization
allows us to have a short Max Delay which decreases the end-to-end delay.

5.3.5 Conclusions

As the simulations showed a superior performance of DDBAC in most scenarios, we uniquely
used DDBAC for the comparison with other broadcast protocols in the following sections. Even
though, the situation may look different, if transmission ranges are highly irregular. In such a
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Figure 11: Impact of the different components

scenario, the performance of DDBSS may improve even better than of the other two schemes.
The two parameters are set to values which were found to have the best average performance
over those scenarios, i.e. Max Delay = 2ms and the rebroadcasting threshold to 40% of the
maximal additionally covered area. Interestingly, this is the same rebroadcasting threshold
as also proposed for LBP in [5] as for lower values LBP was not able to reduce significantly
the number of retransmitting node. However as we will see later from the simulation results,
the performance of LBP suffers in sparse networks and not all packets could be delivered.
This is just the typical behavior of stateless algorithms that was discussed at the beginning in
section 2.2. DDBRB was not evaluated in this section, as we only used it in the simulations
where we consider network lifetime.

5.4 Efficiency

The compare the performance in terms of rebroadcasting nodes of the different protocols with
a theoretical optimum, we implemented additionally an algorithm that constructs the minimal
connected dominating set (MCDS), which provides a lower theoretical bound for the number
of rebroadcasting nodes. In Fig. 12(a), the number of transmissions of DDBAC is about twice
as high as for the MCDS for all network densities. As expected from the analytical results in
section 4, the number constantly decreases for DDBAC with higher node densities, whereas LBP
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Figure 12: Algorithm Efficiency

remains around 45%. This is due to the fact that the expected additional coverage of LBP is
constant and increases for DDBAC for higher node densities. Thus, the more neighbors a node
has, the more additional coverage the rebroadcasting nodes have and the less transmissions
are required. MPR performs significantly better than LBP. This is in accordance with [5],
which observed that stateful protocols perform better than stateless protocols in dense networks.
However, due to the locally optimal and dynamical rebroadcasting decision, the stateless DDBAC

outperforms even MPR. The ratio of MPR is also decreasing for higher node densities, however
always remains significantly above the ratio of DDBAC. The results in Fig. 12(b) show that the
delay of DDBAC first drops and then remains almost constant. For low node densities, a node
has few neighbors which often do not cover a substantial additional area, but need to transmit
anyway as no other neighbors do. These nodes add a non-negligible delay through the DFD
function (2). For higher node densities, the delay is much shorter as the ”best” nodes are close
the the transmission range boundary and, thus, calculate a short DFD. DDBAC performs always
much better than LBP for two reasons. Nodes delay packets independently of the additional
coverage in LBP and the delay has to be chosen much higher to avoid collisions. These facts
are again supported by the analytical results. The delay for LBP increases because the number
of retransmitting node is not reduced for higher node densities, which causes more and more
collisions. Thus, nodes may not receive the actually first packet due to these collisions and
have to ”wait” for another copy which increases the delay. Even though, MPR relays packets
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immediately, the delay was only slightly lower than of DDBAC, especially in denser networks.
This is again because the ”best” nodes in DDBAC rebroadcast first and add lower delays for
higher node densities. As expected, DDBSS performs acceptable, but not as well as DDBAC

based on the additionally covered area because signal strength only allows a rough estimation
of the distance The delivery ratio as shown in Fig. 12(c) is always 100%, expect for the case
of very sparse networks with about 6 neighbors per node where the ratio drops marginally to
approximately 99%.

5.5 Mobile Networks

These simulations were computationally expensive and required a lot of memory. Therefore,
we could only run simulations with 80 nodes. The size of the simulation areas were adapted
accordingly to yield on average 9, 19, 49 neighbors per node similar to the node densities
used in the previous subsection, but omitting the sparsest and densest networks with 6 and
98 neighbors respectively. We did not conduct simulations with 98 neighbors as then all nodes
could be covered just by one transmission and the results are not meaningful anymore. The
reason for excluding 6 neighbors is that it is hardly possible to the determine reliably the size of
the maximal cluster in a mobile network for every point in time when a packet is transmitted and
received. To obtain results without network partition, the minimal node density was increased to
9 neighbors. Packets are generated at a rate of 10 packets per second and nodes move according
to the random waypoint mobility model. As the stationary distribution of the random waypoint
mobility model is not a uniform distribution [46], the number of neighbors is higher for nodes
in the center and lower for nodes at the border of the simulation area. The pause time is set
to 0 s and the minimal and maximal speeds are set to ±10% of an average speed. The average
speed was varied over 1, 5, 10, 20, 40 m/s. We also run the simulation with the rather high speed
values of 20, 40m/s as we consider speed as a proxy for any kind of topology changes, caused
either by mobility, sleep cycles, etc.

The delivery ratio is depicted in Fig. 13(a) for an average network density of 9 neighbors.
The three stateless protocols are not affected and the performance remains constant independent
of the mobility. The reason for their delivery ratio slightly below 100% is due to the temporarily
partition of the network caused by mobility even for an average of 9 neighbors. As expected,
only the performance of the stateful MPR suffers under mobility because its view on the network
topology may be inconsistent, i.e. the known one- and two-hop neighbors do not correspond
to the actual physical neighbors. This causes also a not correct calculation of the forwarding
nodes, i.e. either nodes which should rebroadcast the packet based on the physical network
topology do not, or vice versa. As the network density is low, already few wrong rebroadcast
decisions may prevent the packets from being delivered to all nodes in the network. Obviously,
the number of rebroadcasting nodes drops for the MPR for higher node densities as shown in
Fig. 13(c) because the delivery ratio also decreases significantly and because the percentage of
retransmitting nodes is calculated relative to the total number of nodes and not the number
of nodes which received the packet. The delays of MPR and DDB are about twice as low as
for flooding and the LBP and are stable for all protocols over all average speeds as shown in
Fig. 13(b).

For a higher node density with 19 neighbors as shown in Fig. 14, the results are basically
the same as for the sparser network. There are only two notable differences. First the perfor-
mance of MPR did not decrease that strongly for a higher average speed. The reason is that
the inconsistent view has a smaller impact as packets can be still delivered due to the high
connectivity, even if the ”wrong” nodes rebroadcast the packets. And second, the delivery ratio
of the stateless protocols increased to 1 over all simulations. The high node density keeps the
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network connected all the time. The simulations could not be conducted for MPR with the
highest node density of 49 neighbors as each topology change requires additional computation
to determine the forwarding nodes, which turned out to be too resource consuming. Thus, the
results are only given for the three stateless protocols in Fig. 15. The results are basically the
same as before only that the number of rebroadcasting nodes is further decreased. Again due
to the same reasons as already mention before, the DDBAC yields the shortest delay among
the three stateless protocols followed by LBP and flooding because of the higher number of
rebroadcasting nodes.
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Figure 13: Mobility with 9 neighbors

5.6 Congested Networks

The simulation parameters are the same as in the mobile network in the previous subsection, i.e.
80 nodes over different simulation areas, however without mobility as it is the objective of these
simulations to evaluate solely the effect of congestion. One randomly chosen node broadcasts
packets at different rates from 20 to 100 packets per second.

As depicted in Fig. 16(a) for an average of density 19 neighbors, the delay and the delivery
ratio of all protocols suffer in congested networks due to collisions and queue overflows. MPR
outperforms the other protocols in these scenarios yielding almost always 100% delivery ratio
and very short delays. Two facts contribute to this superior performance. First, packets are
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Figure 14: Mobility with 19 neighbors

rebroadcasted at nodes immediately and, second, nodes only have to forward packets received
from specific nodes, namely the ones which selected them as forwarding nodes. Thus, the queues
do not fill up that quickly. The stateless protocols add delay to each packet and also have to
buffer at first all packets received from any neighbor. Among the stateless protocols, DDBAC

performs best by far and even only lags behind MPR for the highest chosen congestion level.
The delay of DDBAC remains very short and only increases for the highest traffic load. It is a
factor of five and more better for highly congested networks than the other stateless protocols
LBP and flooding. They show an increased delay already for lightly loaded networks. With
DDB, only few packets need to be buffered at the nodes because of the short DFD in dense
networks, the fewer rebroadcasting nodes, and the high RT threshold which allows dropping
a lot of packets quickly. Flooding and LBP suffer under their inability and limited ability
respectively to reduce the number of retransmitting nodes. The worse performance of LBP
than simple flooding is due to the required long buffering time of 10ms which causes more
queue overflows. The number of rebroadcasting nodes are depicted in Fig. 16(b). Only MPR
and DDBAC remain unaffected by the packet generation rate, expect that DDBAC increases
slightly for the highest rate. This is reflected by the increased delay and decreased delivery
ratio in Fig. 16(a). Clearly, the number of retransmitting nodes of LBP and flooding decreases
at least with the delivery ratio.

The results are similar for other simulated node densities in Fig. 17(a) and Fig.17(b). Only
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Figure 15: Mobility with 49 neighbors
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Figure 16: Congested Network with 19 neighbors

three significant differences can be observed. First, in a rather sparse network with only 9
neighbors, none of the protocols was able to deliver all the packets. Nodes are connected only
over few links and, thus, if packets are dropped at some nodes due to congestion, the packet
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Figure 17: Congestion in sparse and dense networks

can no longer be delivered to all nodes. Second, the flooding improved in terms of delay and
delivery ratio and was similar to DDBAC in the sparse network because the smaller number
of neighbors also reduces the number of collisions of flooding. And third, the delivery ratio of
DDBAC raised to almost 1 in denser networks with 44 neighbors over all congestion levels. At
the same time, the delay was reduced to the same value as for MPR.

Obviously, the CSMA-based 802.11 MAC protocol has a major influence and results may dif-
fer for other MAC protocols. The MAC protocol has definitely also an impact on the lightly load
static network in the previous subsection, however should be very small and almost negligible.

5.7 Irregular Transmission Range

Basically all papers on broadcasting conducted simulations only with isotropic propagation
models which do not accurately reflect real radio propagation characteristics. Especially for
position-based broadcasting protocols, the irregularity of transmission ranges may have a strong
impact on the performance. We use the radio irregularity model (RIM) of [47] to evaluate the
performance under non-isotropic transmission ranges. The RIM is an extension to an underlying
isotropic radio model and accounts for main properties of devices and radio signals such as non-
isotropic path losses, continuous variation, and heterogeneous signal sending power. As the
underlying model, we use the two ray ground reflection model. Two parameters are used to
control the degree of irregularity (DOI) of the transmission range and the variance of sending
power (VSP) which are set in our simulations to 0.1 and 0.5, as also suggested in [47]. When
these parameters values are set to 0, the RIM is reduced to the two ray model. Please note,
that even if the transmission ranges are highly irregular with RIM, the mean power density
at a distance d from the transmitter is the same as in an the underlying two ray model. The
rest of the simulation parameters are set as in the section 5.4 where the algorithms efficiencies
was evaluated, i.e. 1000 static nodes over different simulations areas. In Fig. 18, we can
see that the performance of DDBAC suffers under irregular transmission ranges if we compare
the results with Fig. 12. Especially, the delivery ratio for sparse networks drops quite a bit.
Unfortunately, it is not clear whether this is due to the protocols inability to deliver the packet
or due to the partition of the network. This partition cannot be detected reliably due to the
irregular transmission ranges. Most probably, both contribute to the decrease of the delivery
ratio. On the other hand, in dense networks the number of rebroadcasting nodes cannot be
reduced that efficiently anymore with DDBAC as it assumes isotropic transmission ranges to
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calculate the additionally covered area. Thus, with irregular transmission ranges the calculation
of the DFD and the application of the rebroadcasting threshold RT is suboptimal. However,
the performance is still very good when compared to the other protocols.
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Figure 18: Impact of irregular transmission range

5.8 Network Lifetime

In many network contexts, where batteries of nodes cannot be recharged or replaced, the network
lifetime may be of higher importance than other performance metrics. We define the network
lifetime as the time until a certain number of nodes fail due to battery depletion similar to [28]
and [48]. Other definitions of network lifetime are used in [49] and [50], which measure the
mean expiration time and the time of the first node failure respectively.

The network lifetime strongly depends on the consumed energy while sending, receiving,
and idle listening. If the ratio between these three modes is small, then obviously, which
and how many nodes broadcast, does not have any effect and almost all nodes deplete at
the same time. The interesting scenarios occur if the ratio is large enough as we then may
expect that nodes which transmit more frequently deplete earlier. For our simulations, the
ratio of sending/receiving/idle listening was set to 10/1/0.01. These values are justified by
recent technology advances, cp. e.g. [51], which also allow even higher ratios. The transmission
delay of one packet is approximately '2000bit

2Mbps ' 1ms such that most of the energy would still be
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consumed for idle listening as a node is idle for ' 99.9% of the time. However, if we broadcast
packet at such a high rate that nodes are transmitting most of the time, i.e. more than 500
packet per second, we would encounter severe congestion and the results would be misleading.
Thus, packets are still broadcasted at only a rate of one packet per second, but we modified the
energy model in a way that the energy consumption in idle mode is no longer time depending,
but is simply decreased by 0.1 between two broadcast packets. This would equal a situation
where a node is idle 50% of the time and transmits and receives the other 50% of the time,
but without congestion. We place 1000 nodes over an area of 2000x2000m. Furthermore, we
assume that nodes have equal battery level at the beginning, and all nodes consume the same
amount of energy for transmission. As DDBRB always favors nodes with more residual power,
the power level of all nodes are kept more or less at the same level and, thus, which in turn
also increases the probability of simultaneous transmissions. Similar to simple flooding, we
also jitter the transmissions at node for 2ms to reduce collisions. Assuming that sending and
receiving of a hello message consumes about the same energy than a data packet, the lifetime
of MPR will only be a very small fraction of the other stateless protocols. In our scenario with
1000 nodes and a hello message interval of 2 s, 500 hello messages are broadcasted per second
which will deplete the nodes’ batteries very quickly. Thus, the MPR protocol is not depicted.

As shown in Fig. 19(a), the second scheme DDBRB where rebroadcasting decisions are solely
based on residual battery power exhibits by far the longest time until the first percentage of
nodes fail and outperforms significantly LBP and DDBAC. This is achieved even under the fact
that the number of rebroadcasting nodes is about the same for DDBRB as for LBP, because
the rebroadcast decision is independent of the additional covered area and, thus, much higher
than for DDBAC. However, the initially longer lifetime of DDBRB comes at the cost of a longer
delay as depicted in Fig. 19(b). For a higher percentage of depleted nodes, DDBAC shows
longer network lifetimes than DDBRB due to the smaller number of rebroadcasting nodes and,
thus, smaller total amount of energy consumed for each packet. With DDBRB, the remaining
nodes deplete quickly after the first one fail because nodes with more residual power normally
rebroadcast packets. Thus, all nodes have all the time similar residual energy levels.

 0

 400

 800

 1200

 1600

50403020101

N
et

w
or

k 
lif

et
im

e 
[s

]

Depleted nodes [%]

DDBAC
DDBRB

LBP
Flooding

(a) Network lifetime until a certain percentage of nodes
fail

 0

 0.025

 0.05

 0.075

 0.1

50403020101

E
nd

-t
o-

en
d 

de
la

y 
[s

]

Depleted nodes [%]

DDBAC
DDBRB

LBP
Flooding

(b) End-to-end delay after a certain percentage of nodes
failed

Figure 19: Network lifetime

35



6 Conclusion

In this paper we presented the simple stateless broadcasting protocol DDB, which uses the
dynamic forwarding delay (DFD) concept to optimize broadcasting in wireless multi-hop net-
works. With DFD, nodes are able to take locally optimal rebroadcasting decisions without any
neighbor knowledge.

We compared the performance of DDB with one specific DFD function, which reduces the
number of transmissions, to another stateless broadcasting protocol LBP and a state-of-the-art
stateful protocol MPR, which uses neighbor knowledge obtained through hello messages. LBP
was not able to perform well over a wide range of network conditions, namely the performance
degrades under heavy traffic load and high node density, as also observed in [5]. However, DDB
did not suffer from these drawbacks of other stateless protocols such as LBP. Actually, quite
the contrary is true. The performance of DDB even improved for those scenarios of high traffic
load and high node density.

MPR performed well in most scenarios, expect in highly dynamic networks where the delivery
ratio collapsed. The delay of MPR was the shortest in all simulated scenarios closely followed
by DDB whose delay was approximately 10% higher, expect in the case of highly congested
networks. On the other hand, DDB outperformed MPR significantly considering the efficiency
of the algorithm. DDB only required about half of the transmissions to deliver the packet
reliably to all nodes compared to MPR. Furthermore, as DDB is stateless, its performance was
completely unaffected in highly dynamic networks. However, the biggest advantage of DDB
over MPR is its simplicity and economical use of network resource because no control messages
are transmitted. These costs of proactively transmitting hello messages in MPR, which occur
even if no data packets are broadcasted, makes their use in certain kind of networks with strict
resource constraints even more in appropriate, e.g. sensor networks.

The four main advantages of DDB can be summarized as follows:

• DDB is stateless, thus, the performance is unaffected even under very frequent topology
changes.

• DDB does neither generate any transmissions of control messages nor require proactive
computation at nodes. This saves scares network resources such as battery power and
bandwidth.

• DDB almost eliminates completely the problems of other stateless or location-based pro-
tocols as described in [5], namely the poor performance in dense and congested networks.
The dynamic forwarding delay concept allows DDB to cope efficiently with a wide range
of network conditions.

• DDB is able to extend the network lifetime by taking the energy level of nodes into
forwarding decision.

We believe that these characteristics make DDB a valuable broadcast protocol for wireless
multi-hop networks with either frequently changing topology and/or very strict power limita-
tions such as vehicular and sensor networks. For future work, we envision the integration with
directional antennas as already proposed in this paper. Furthermore, Max Delay may also be
adjusted dynamically according to the encountered network conditions, such as congestion and
node density, and more sophisticated DFD functions, which may combine location information,
signal strength, signal-to-noise ratio, bit error rate, etc., could also help to further improve
performance.
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