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Abstract
Endpoint Admission Control is a scalable QoS mechanism that relies on measur-
ing the amount of lost or marked packets of a probing stream before allowing user
data flows to enter the network. The existing approaches can be classified based on
whether or not they use a separate traffic class for probing traffic, and whether or not
they rely on a marking mechanism. Approaches that use a separate traffic class and
rely on a marking mechanism are called out-of-band marking approaches and have
proven to be most reliable but are also hard to deploy. As an alternative for out-of-
band marking the approach of virtual dropping has been proposed, which discards
packets that would have been marked otherwise, based on a virtual queue algorithm,
thus removing the requirement of a common marking scheme. This paper compares
the behavior of virtual dropping and out-of-band marking. Both mechanisms do not
behave exactly the same, but differ slightly.
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1. Introduction
Differentiated services [1] provide scalable mechanisms for Quality-of-Service (QoS)
support in the Internet, as various results have shown [2–4]. However, the issue of
admission control has always been an open one. A well-known approach is the use
of so-called bandwidth brokers that control the reservations inside network areas as-
signed to them (usually ISP networks). Bandwidth brokers communicate with each
other to set up reservations if an end-to-end path passes through several administra-
tive areas. However, the scalability of centralized approaches such as bandwidth bro-
kers for admission control and management of routers is a problem. Fully distributed
mechanisms—such as endpoint admission control—do not have this limitation and
have therefore been in the focus of recent work [8–16].

In endpoint admission control (EAC) endpoints always send a stream of probing
packets to the peer before starting user data transmission. If the probing procedure
indicates sufficient QoS on the path to the peer the endpoint proceeds with data
transmission. Otherwise, it must back off. If all the endpoints (such as end systems
or edge routers) in the network follow this procedure, high quality of service can
be achieved. No strict quality of service guarantees are made, however. Instead, the



user or the application can assume an upper bound for packet loss probability. The
resulting system supports a soft real-time service similar to Controlled Load [5].

Among the EAC approaches, those belonging to the category of “out-of-band
marking” achieve the lowest packet loss probabilities. However, they require a com-
mon marking scheme in the network, which may be a hurdle for deployment. Virtual
dropping, as proposed in [8], is an alternative to out-of-band marking that is expected
to perform nearly identical but does not rely on any marking mechanism. We have in-
vestigated whether or not virtual dropping really achieves the expected results, using
simulation scenarios similar to [8] in order to obtain comparable results.

2. Related Work

2.1 Endpoint Admission Control

Most of the several existing variants of endpoint admission control can be coarsely
classified by two criteria: First, probing traffic can be either transmitted with the same
priority or service class as regular data traffic (this is called in-band probing), or it
can be transmitted with a different one (out-of-band probing). Second, the admission
control procedure can either simply rely on the probing stream’s loss ratio, or it can
require a marking mechanism in the network (e.g. based on the explicit congestion
notification (ECN) bit in the IP header [7]). These criteria result in the four categories
in-band dropping, out-of-band dropping, in-band marking, and out-of-band marking
[8]. In all these variants the user data transmission is only admitted if the fraction of
lost /marked packets stays below a certain threshold.

Of course this categorization does not fully describe all possible approaches.
Elek, Karlsson et al. [10] for example propose an out-of-band dropping mechan-
sim that exceeds the QoS performance of the basic approach by using forward error
correction to compensate the remaining small probability of packet loss. Their ar-
chitecture also distinguishes three traffic classes (instead of two), two for controlled
traffic and probing traffic, and one for best effort to support legacy applications.
Kelly, Key et al. [12] present an in-band marking approach where marking is per-
formed using the same virtual queue mechanism used in this paper. The user is also
charged a small amount of money for every forwarded marked packet in order to
create additional incentive to adhere to the admission control procedure. Bianchi,
Capone et al. [11] use a rather special technique to restrict the impact of probing
packets on the admitted flows, called Probing Packet Lifetime (PLT). The PLT limits
the time a probing packet may wait in a queue. If the PLT expires the router drops the
packet. This allows for much finer analysis of network load than using drop-from-tail
as it is effectively a way to restrict the maximum queue length along the path, but it
also requires non-standard queuing disciplines in the routers, which may be a hurdle
for deployment.

Furthermore, there are also measurement-based admission control architectures
that differ strongly from the above concepts. One such approach is the one by Ceti-
nakaya and Knightly [17]. Here, the measuring node is the egress router on the re-
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Figure 1: Algorithm for packet arrivals with a virtual queue

mote end of the connection, which allows for measurement-based admission control
without any active probing, based only on flow characteristic descriptions provided
by the source nodes. This requires that nodes must be able to characterize their flows
in advance, however.

For marking, it has been proposed to use virtual queues with a size much smaller
than the corresponding real queue [12]. Virtual queues serve as indicators for immi-
nent congestion in the network. They are implemented as byte counters simulating
a queue with significantly lower buffer capacity and bandwidth than the real queue.
Packets put to the real queue are also put to the virtual queue. When the virtual queue
overflows, packets subsequently arriving at the real queue get marked until the vir-
tual queue is completely emptied again. The diagram in Figure 1 illustrates this. The
marking variable used in the diagram determines whether or not to mark packets at
a given point in time. Marking could also be done with a high-water-mark algorithm
that marks packets if the queue length exceeds a certain threshold at the time the
packet leaves the queue. However, while the high-water-mark algorithm is cheaper
in terms of memory and computation it tends to react rather slowly to imminent con-
gestion. Virtual queues have shown to do better in this respect and are thus good
candidates for further research.

2.2 Virtual Dropping

EAC based on marking has proven to provide more accurate admission control de-
cisions than EAC based on dropping. This is due to the active nature of congestion
marks: If an endpoint receives a single marked packet it immediately knows that the
network is close to a congestion state. Without marking, congestion can only be de-
tected with a certain delay and with reduced accuracy. However, the disadvantage
of marking is that it may be an obstacle for deployment—marking requires that in-
termediate routers and probing endpoints support a common marking scheme. This



Table 1 Traffic sources

Source EXP1 EXP2 POO1

Burst Rate 256 kbps 1024 kbps 256 kbps

On Time 500 ms 125 ms 500 ms

Off Time 500 ms 875 ms 500 ms

Avg. Rate 128 kbps 128 kbps 128 kbps

Beta — — 1.2

is still relevant today since many small problems such as compatibility issues with
firewalls and missing support in legacy operating systems on many edge nodes, and
even servers, persist. [6] contains a list of some related articles and other references
related to ECN problems.

As an alternative to marking, Breslau et al. [8] proposed an approach called
virtual dropping, which was predicted to perform nearly identical to out-of-band
marking—the category that provides the best QoS—without the need for any mark-
ing mechanism. Similarly to many marking mechanisms it uses the virtual queue
approach to detect imminent congestion. However, probing packets that would have
been marked with out-of-band marking are now dropped. Regular data packets are
not affected by this rule. This approach improves deployability since the network
nodes do not need to implement a common marking scheme, although it still requires
the routers to implement virtual queue functionality. Since different implementations
of virtual queues on varying router platforms would not significantly affect the sys-
tem this is a comparatively small constraint. Furthermore, while the accuracy of ad-
mission control decisions suffers in the presence of legacy routers without support
for virtual queues, the functioning of the system as a whole will not be disturbed by
them.

In [8] the authors claim that “one could easily achieve exactly the same results
doing [. . .] virtual dropping instead of out-of-band marking,” without evaluating this
claim. This paper investigates whether or not virtual dropping really achieves the
expected results.

3. Performance Evaluation of Virtual Dropping

3.1 Basic Simulation Parameters

For our simulations we used the same topologies and traffic parameters as in [8]. For
reference, Tables 1 and 2 show the traffic sources used in this paper. In Section 3.2
we used a single-link topology, and in Section 3.3 we used a topology with multiple
links. Virtual queue capacities were set to 90% of the corresponding real queues.
We performed the evaluation with an own simulation framework [18] based on the



Table 2 Simulation scenarios

Fig. Source Gamma Description

3(a) EXP1 3.5 Basic scenario

3(b) EXP1 1.0 Higher load

3(c) EXP2 3.5 Bursty traffic

3(d) Star Wars Trace — Video trace data

3(e) POO1 3.5 Long-tailed on/off times

network simulator ns-2 that can support various EAC mechanisms, and we verified
the results described in [8]. For comparison, Figure 2 shows the results of the basic
experiment corresponding to [8]. As expected they are very similar with only a slight
difference between the graphs for out-of-band dropping. Our simulation implemen-
tation of out-of-band dropping shows slightly greater sensitivity to different values
of ε. In any case, this difference does not have any influence on the comparisons
between out-of-band marking and virtual dropping presented here.

Admission-controlled traffic is modeled by a Poisson arrival process with average
inter-arrival time γ = 3.5 s. Flows are admitted if the measured loss rate is below a
threshold ε. Threshold values of 1, 2, 3, 4, and 5% have been used.

Probing is performed by a slow start procedure and report interval times of 1 s.
The slow start procedure is an optimized measurement procedure, which, unlike the
measurement procedure normally used in endpoint admission control, does not send
measurement traffic at a fixed rate. Instead, the slow start procedure starts with a
low rate, which is doubled with each received report packet that indicates a loss ratio
below the threshold ε. If the indicated loss ratio is greater than ε it immediately gives
up the connection attempt. Otherwise, if the desired data rate has been successfully
probed, the connection is admitted. Note that one report packet will usually contain
the acknowledgments for several probe packets. This procedure reduces the risk of
the system to enter a thrashing state. Thrashing is a state where a very high rate
of flow arrivals effectively prevents the admission of any new flows since the large
amount of probing traffic in the network makes it impossible to achieve packet loss
ratios lower than the threshold when probing.

3.2 Simulation Results with Single Link Scenario

First, we used a single link (10 Mbps) scenario with many sources sharing a single
congested link. Figure 3(a) shows the simulation results of virtual dropping and out-
of-band marking in terms of packet loss probability of already admitted flows and the
resulting utilization (i.e. the fraction of available bandwidth occupied by the admitted
flows). The five points on each curve represent the five values of ε (1–5%) used, from
the lower left to the top right. Utilization describes the ratio of admission-controlled
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Figure 2: The four basic EAC approaches compared (basic scenario)

traffic and allocated resources. All flows have an exponential lifetime with an average
of 300 s. The traffic sources used have exponential on/off times of 500 ms, burst rates
of 256 kbps, and packet sizes of 125 bytes.

Both mechanisms, virtual dropping and out-of-band marking, behave rather sim-
ilarly. They achieve loss probabilities of approximately 10−5 and utilization values
between 70 and 74%. For comparison, classical in-band and out-of-band dropping
achieve loss probabilities between 10−2 and 10−3, at 80% to 86% utilization. While
out-of-band marking achieves lower loss probability, virtual dropping has higher uti-
lization.

The slight difference can be explained by two reasons: First, when a packet gets
marked (out-of-band marking) it will still be forwarded. This increases the load
on subsequent links, and thus the probability of congestion on these links, while a
dropped packet has no impact on any subsequent links. Additionally, marked packets
remain in the queue and thus influence the dropping probability of following packets.
The number of dropped probes in virtual dropping is thus somewhat smaller than the
respective number of marked probes in out-of-band marking.

The second reason for the difference between the two approaches is due to the
fact that packet loss is detected by counting the gaps in the sequence numbers of the
received probing flow. Thus, if the last n packets of a probing flow are all dropped,
they will not be counted as being lost. With out-of-band marking these packets would
be marked and would more probably reach their destination. Because of this, out-of-
band marking again rejects a small number of flows that virtual dropping would
accept. The obvious solution is to make the receiver know the maximum sequence
number of the probing flow. With the standard measurement procedure this is easy
to implement. However, with slow start probing, the maximum sequence number
depends on the performance observed while probing.

Figures 3(a)–3(e) describe the behavior of both mechanisms under various load
conditions. Figure 3(b) shows the behavior under high load with many arriving flows.
The average inter-arrival time is γ=1 s. Since the other parameters remain the same,
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Figure 3: Virtual dropping and out-of-band marking

the offered load is 400% of the available bandwidth on average. In this case, the
difference between virtual dropping and out-of-band marking is much smaller than in
the original scenario shown in Figure 3(a). This can be explained by the fact that with
high load most out-of-band marking packets are lost. The outcome of the out-of-band
marking admission control procedure is therefore mainly affected by lost packets
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instead of marked ones, and it therefore resembles the outcome of virtual dropping.
A similar behavior can be observed with the very bursty source shown in Figure 3(c),
which uses exponential on/off traffic sources with burst rates of 1024 kbps, on times
of 125 ms, and off times of 875 ms.

Figure 3(d) shows the results with star wars video sources and packet sizes of
200 bytes. The traffic source has been shaped to a token bucket size of 200 kbytes
and a rate of 800 kbps. Figure 3(e) shows Pareto on/off traffic sources with 256 kbps
burst rate and on/off times of 500 ms. Figure 3(c) shows smaller differences between
virtual dropping and out-of-band marking than the other sources. The explanation
for these small differences is the same as for the high load case.

3.3 Simulation Results with Multi-Link Scenario

Finally, we performed simulation measurements with a multi-link scenario as de-
picted in Figure 4. All links have a bandwidth of 10 Mbps, and 20 ms delay. The
threshold value ε is 5%. We compare the results of virtual dropping not only with
out-of-band marking but also with the other three combinations for endpoint admis-
sion control, in-band marking, in-band dropping, and out-of-band dropping. Flows
exist between A and D as well as between A’ and D’. The bottleneck between B and
C causes more than 50% of the flows to be rejected (blocked).

Figure 5 shows the number of accepted flows dependent on time. Compared to
in-band marking, in-band and out-of-band dropping, the virtual dropping and out-of-
band marking mechanisms accept a rather low number of flows and seem to behave
nearly identical. The blocking and the loss probabilities are given in Table 3. Again,
there are slight differences between out-of-band marking and virtual dropping.

4. Conclusions
We have evaluated and compared the virtual dropping and out-of-band marking ap-
proaches for endpoint admission control. The out-of band marking approach pro-
vides very good QoS, but it also requires a common marking scheme (like ECN) in
the network, which may be an obstacle for deployment. Our results show that, apart



Table 3 Multi-Link Scenario

Blocking Probability Loss Probability

In-band dropping 0.54754 0.031000

Out-of-band dropping 0.60280 0.006090

In-band marking 0.59869 0.005110

Out-of-band marking 0.65222 0.000041

Virtual dropping 0.65334 0.000079

from a few minor differences, both approaches behave very similarly. Therefore, vir-
tual dropping is a good replacement for out-of-band marking in places where the
deployment of a common marking scheme is difficult.
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