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Abstract. In this paper, multi-hop wireless infrastructures are identified as a 
way to increase user data rates and/or capacity of wireless systems by means of 
a high base station density without high base station interconnection costs. For 
such a system, a new routing algorithm, named Balanced Interference Routing 
Algorithm (BIRA), is proposed. One of the main features of this new routing 
algorithm is to take the interference between wirelessly transmitting nodes into 
account. In BIRA a link cost is calculated considering the interference level of a 
node and a fixed cost for each link. Based on this link cost, the Dijkstra algo-
rithm is used to compute routes. From the performance analysis, we see that 
BIRA outperforms other algorithms in terms of obtained data rates for a given 
available spectrum. BIRA helps to reduce the interference in the network and to 
achieve higher throughput. 

1. Introduction 

In order to increase the capacity of cellular communication systems, future generation 
systems may need to locate base stations much closer together compared to 2nd and 
3rd generation cellular systems. Doing so may result in increased frequency reuse and 
increased data rates and/or capacity. Such a scenario will lead to a very high density of 
base stations, which will not be all connected to a wired infrastructure, for cost rea-
sons. This will lead to a situation, where data from wireless terminals, such as cellular 
phones, portable or wearable computers, and sensors, is not transferred to and from 
the wired infrastructure in a single hop. Since a significant number of base stations do 
not have a wired connection, they merely serve as a relay, resulting in a situation 
where most of the data is transferred to and from the wired infrastructure in multiple 
hops. This leads to a network with (1) base stations connected to the wired infrastruc-
ture; (2) stationary relaying base stations without a connection to the wired infrastruc-
ture; and (3) terminals (mobile devices generating and absorbing data). 

One of the problems to be solved for such a multi-hop wireless infrastructure is the 
routing of traffic between terminals and base stations connected to the wired infra-
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structure. Compared to the routing problem in ad-hoc networks, the problem is simpli-
fied, since nodes are stationary, and most traffic flows either begin or end in a limited 
set of nodes, i.e., those connected to the fixed infrastructure. On the other hand, since 
a significant amount of traffic is aggregated, the optimality of routing in terms of de-
mand on the radio spectrum is much more important. The paths used should be such 
that the throughput of the wireless infrastructure is maximized, given a certain avail-
able spectrum and base station receiver sensitivity. We do this by introducing a new 
cost metric, based on the interference generated to transfer data over a specific link, 
and by using Dijkstra’s shortest path algorithm to determine routes. Our analysis re-
veals that this cross-layer optimization leads to significantly increased data rates in the 
same radio spectrum, compared to traditional routing algorithms. 

Routing in wired networks is relatively well understood. In wireless access net-
works, such as 3G cellular networks and wireless LANs, the wireless part of the net-
work is confined to the last hop. As a result, routing comes down to finding the closest 
access point and routing in the wired part of the network, although the problem is 
complicated by the dynamics caused by end node mobility. The routing problem in 
multi-hop wireless networks is much more a research challenge. Considerable research 
has been done in the area of protocols for routing in ad-hoc networks, which is a very 
difficult problem [1]. This has lead to proposals that do not scale very well, and are 
not optimal in terms of spectrum utilization. Nodes in multi-hop wireless networks do 
not have to be always mobile. The above-mentioned scenario of a multi-hop wireless 
infrastructure is such a network with stationary wireless nodes. 

This paper is organized as follows. Section 2 sketches in which context, and under 
what assumptions our routing algorithm has been developed. Section 3 describes ex-
isting interference-based routing algorithms, and introduces the proposed Balanced 
Interference Routing Algorithm (BIRA). The performance of BIRA is modelled and 
evaluated in Section 4. In Section 5, conclusions and future work are given. 

2. Context and Assumptions 

Our work focuses on the routing problem in a multi-hop wireless infrastructure. The 
network considered consists of a large number of stationary relaying base stations, and 
a limited number of special base stations with connection to the fixed network. Each 
base station serves a number of mobile terminals, with a total offered load of d Mbits 
per second per base station. All of the offered traffic in a base station is destined for 
the fixed network. The traffic is relayed via zero or more other base stations to the 
fixed network. The same amount of carried traffic is to be transported from the fixed 
network to each of the base stations, i.e. d Mbits per second per base station. 

It is assumed that the base stations use CDMA as the access technique for their in-
terconnection network. Perfect power control is assumed for this CDMA network, so 
that all transmitters use just the transmission power level that is needed to let the re-
ceiver decode the signal with the proper quality. That is, the received signal meets the 
signal over interference ratio requirements (SIRtarget) of the receiver hardware. It is 
also assumed that all transmitters have the same maximum transmission power, so 
that, as interference levels increase, some transmitters are not able to increase their 



transmission power any further, which will cause the link between this transmitter-
receiver pair to fail. 

With respect to the propagation environment, we assume that the signal is only de-
teriorated by path loss. So the signal strength is assumed to only depend on the trans-
mission power and the distance. It is assumed that the signal strength is decreasing 
with the distance to the power a, with a between 3 and 4, as is known from experience 
in many CDMA networks [2]. It is finally assumed that the signal strength decay be-
tween each pair of base stations is known. This information can be obtained from 
feedback on previous transmissions (e.g., from power control information). Alterna-
tively, this information can be derived from the distance between base stations. This 
can also be learned from previous transmissions (e.g., derived from the timing ad-
vance), or derived from positioning information (e.g., using a GPS receiver). In the 
remainder of this paper, it is assumed that the distance between base stations is known, 
although this does not preclude the former scenario. 

3. Interference-based Routing 

3.1. Existing Routing Algorithms 

In recent years, there has been a lot of work on wireless mesh networks and multi-hop 
routing algorithms (e.g., 802.11s [8], TORA[9], AODV[10]). Here, we are mostly 
interested in related interference-based routing algorithms. Two such algorithms are 
Least Interference Routing (LIR) [3] and Minimum Interference Routing Algorithm 
(MIRA) [4]. In the latter algorithm, the term “interference” does not really refer to the 
meaning of interference received from the physical layer. Indeed, it focuses more on a 
better distribution of the network “load”. However, in wireless networks the interfer-
ence at the physical layer is one of the main issues to be solved. The first algorithm 
will be discussed in some more detail below. 

LIR computes a minimum-cost route metric. The cost of the links here takes the 
possible interference into account. The interference metric is created in each node. 
The interference generated by a node is considered to be the number of neighbours 
that can receive a transmission from that node. Therefore, the interference information 
can be calculated locally. Based on this interference metric, routes are calculated us-
ing Dijkstra’s algorithm. LIR helps to lower the probability of interference to 
neighbours efficiently. Since the paths are calculated only based on the number of 
neighbours who can overhear a transmission, LIR is a simple algorithm to implement. 

In CDMA type of networks, it is not sufficient that the interference a transmitter 
generated only takes the number of neighbours who can listen to a transmission into 
account. A transmitter can send signals to several receivers at the same time by using 
different codes with certain transmission power. In this case, the interference a node 
receives is also related to the distance to the transmitter. With the same transmission 
power, the closer nodes receive higher interference. Besides, the link cost is not only 
based on the interference. There are other factors influencing the computing of the 
routes, such as the number of hops, fixed link cost, error rate, reliability etc. Based on 



the reasons mentioned above, we are going to propose a better interference-based 
routing algorithm for CDMA type of networks. 

3.2. The Need for Interference-based Routing 

It is known that in CDMA systems, decrease of interference translates directly into 
increase of capacity. If interference at the receiver is decreased, less energy per bit is 
needed to correctly decode the signal. As a result, the transmitter can transmit with 
less power, which translates in again decreased interference at the other receivers, or 
transmission at a higher bit rate. This is why power control is so important in CDMA 
systems, as it reduces the transmission power of transmitters to adjust the level needed 
to correctly decode the signal at the receiver. 

When faced with the problem introduced in Section 2, one straightforward solution 
might seem to be to let all base stations transmit their signal to the one connected to 
the fixed network in a single hop. However, since potentially large distances have to 
be bridged, this leads to high transmission powers, which in turn interfere with other 
transmissions. Breaking up a large transmission link into stages, leads to a transmis-
sion power (measured at the transmitters) that increases linearly with distance. For 
transmission in a single stage, it is a known phenomena that the signal strength decays 
with the distance to the power a, with a between 3 and 4. This suggests that it is bene-
ficial to break up a transmission path, and to use multi-hop transmissions instead. 

As we see the impact of interference on network capacity, it seems also important 
to decrease the interference caused by transmissions as much as possible. In a mesh 
type of network, this can be done by using transmitting nodes that are geographically 
far away from other (receiving) nodes in the network, because of the decay of the sig-
nal strength with distance. So, by taking the interference level caused by transmission 
over a certain link into account, we can balance and minimize the transmission power 
in the entire network, and increase the network capacity. This will result in a higher 
offered load per base station, supported by the wireless multi-hop infrastructure. 

3.3. Algorithm Definition 

Balanced Interference Routing Algorithm (BIRA) is an algorithm which we propose 
for interconnection of base stations to the wired infrastructure via multiple wireless 
hops. It takes the interference a transmitter generates to the other nodes and a fixed 
transmission cost of each link into account.  The idea of this algorithm is to try to gen-
erate a new cost function for all the links and compute the routing according to this 
cost based on the Dijkstra Algorithm. The resulting routes constitute a spanning tree 
to/from the gateway node. To simplify the problem, in this paper, we assume only a 
single gateway node, connected to the external infrastructure for each network area.  

Let Cij denote the cost for the link between i and j. We define the link cost:  
ijijij ILAC )1( ββ −+=  (1) 

This link cost function constitutes of two parts, weighted by the weight factor ß. Aij 
stands for a fixed cost for the link between i and j. Further, ILij 

is the interference level 
of the link between node i and j, generated to the other nodes in the network. 



For determining the interference level, let us consider an arbitrary node r. It will re-
ceive interference from the transmission from i to j, when i is sending packets to j, 
with a power of Iir,j = Pij /(Dir)

a, where Iir,j 
denotes the interference r receives from the 

signal i sent to j, and Dij 
represents the distance between station i and j. The transmis-

sion power Pij 
of the transmission from node i to node j declines with the distance 

between i and receiver with power of a, where a is again the propagation path loss 
decay exponent. For a certain reference received power Pref 

at the receiver j, the 
transmission power of node i for its transmission to j should be 
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In order to obtain the overall interference level of the link from node i to node j, we 
add the interference generated by the transmission from i to j and the interference gen-
erated by the transmission from j to i, and sum over all potentially interfered nodes r: 
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Using the link costs defined above as input to the Dijkstra algorithm results in 
routes that tend to cause least interference to other nodes transmissions. Because 
power control used in CDMA systems decreases transmission power so that the re-
quired signal to interference ratio SIRtarget is just met at the receiver, decrease of inter-
ference results in decrease of required transmission power per bit. As a result, the use 
of BIRA defined above will translate into increased capacity of the network. 

From our experiments we have observed that using just the interference level as a 
link cost metric will in some situation cause very long chains of nodes to be con-
structed as routes. This is not necessarily good, as in such a chain, each base station 
has to transmit both its own traffic load and the load received from the previous base 
station to the next base station, and the traffic flows can take a large “detour”. Ex-
periments have shown that introducing a fixed link cost weighted by ß avoids this 
problem, and increases the network capacity.  

Typically, a node cannot transmit and receive at the same time in the same fre-
quency band, as the interference generated by a node’s own transmission would be too 
strong for the node to correctly receive the incoming signal. Therefore, we propose to 
divide the transmission capacity in two (either in frequency or in time), where a spe-
cific node always uses one frequency (or time slot) for transmission, and the other for 
reception. For that purpose, all nodes are divided into two groups, based on the dis-
tance (in number of hops) to the gateway node. During the transmission of the nodes 
with even number of nodes to the gateway node, the nodes with odd number of nodes 



to the gateway node will receive and vice versa. Note that this mechanism of dividing 
the transmission capacity relies on the use of static routing. It is not a feasible solution 
for networks with dynamic routing. 

The main algorithm run by all nodes will thus be as follows: 
i. Determine link costs using Eq. (1). 

ii. Run Dijkstra algorithm to find spanning tree from/to gateway node. 
iii. Determine transmission frequency / time slot, based on number of hops to 

gateway node (even / odd). 

4. Performance Modeling 

In order to evaluate the performance of BIRA, we have developed a model of a multi-
hop wireless infrastructure. This model is presented in Section 4.1. Using this model, 
we analyze the performance of BIRA, first for a basic network topology, in Section 
4.2, and then for large number of randomly generated network topologies in Section 
4.3. In the analysis, we study the impact of our tuning parameter ß, and compare 
BIRA with three other routing algorithms. These are the Least Interference Routing 
(LIR) algorithm, described in Section 3.1, and two rather straightforward algorithms: 
Minimum Distance Routing (MDR), and Minimum Hops Routing (MHR). MDR uses 
the geographic distance between two nodes as link cost, whereas MHR gives each link 
an identical link cost. Note that MHR is equivalent to BIRA with ß = 1. After using 
the Dijkstra algorithm to calculate least cost paths, MDR will give routes with mini-
mum geographic distance, whereas MHR will give routes with a minimum number of 
hops. In the remainder of this section, some of the results are shown. More extensive 
analysis result can be found in [7]. 

For the BIRA algorithm, throughout this performance evaluation, we assume that 
the fixed link cost equals 1 (A = 1), and the propagation path loss decay exponent 
equals 3 (a = 3). Furthermore, for all four algorithms, a maximum transmission range 
is assumed, i.e., links between nodes only exist when the distance between the nodes 
is less than the transmission range. 

4.1. Model 

The model describes a set of n nodes i (1 = i = n), where node n represents a gateway 
base station, connected to the fixed network, and all the other nodes represent station-
ary relaying base stations. We assume that each of the nodes inserts an amount of traf-
fic into the network, destined to the gateway node n with a data rate of d Mbits/s. Fur-
ther, the gateway node inserts for each other node in the network a traffic flow with a 
date rate of d Mbits/s into the network. The resulting transmission bit rate of a node i 
to a specific other node j (bij) is a multiple of d Mbits/s, depending on the number of 
flows that are aggregated to and from the gateway node in that specific node. We im-
plemented the aforementioned routing algorithms, to find the routes used for the traf-
fic flows and the transmission bit rates of each of the nodes. 



We assume that the inserted traffic is transferred wirelessly between the nodes, us-
ing CDMA technology. For determining the transmission power Pij required for the 
transmission from node i to node j, we use a formula derived from (5): 
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Here, µi is the activity level of node i, and w is the chip rate used in the system. The 
resulting (µibij)/w is the reciprocal of the processing gain of the transmission. SIRtarget 
is the required signal to interference ratio at the receiver, whereas PN is the back-
ground noise. In all the experiments of this paper, we assume that µi is 1, w is 3.84 
Mchips/s, SIRtarget is the linear equivalent of 5dB, and PN is calculated assuming a 
background noise of -174 dBm/Hz with 5 MHz bandwidth. The last term in the equa-
tion denotes the received interference at node j. CIrj is 1 if node r is transmitting in the 
same frequency / time slot where node j is receiving, otherwise it is 0. Finally, Pi is the 
sum of the transmission powers of all transmission done by node i, i.e.  

∑=
j
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Note that these equations assumes the propagation channel only to exhibit path 
loss, perfect power control, and complete orthogonality of multiple transmissions by 
the same node. By solving this system of equations iteratively, we can obtain the 
transmission power for each node. We ran a fixed number (10000) of iterations, after 
which the change of transmission powers between subsequent iterations was negligi-
ble. Further, we varied the offered data rate per node d, to find the highest value for d, 
for which the transmission power of each node is below a predefined maximum value. 
Thus, we compared different routing algorithms with respect to the offered data per 
node a network can support. The model has been implemented in Matlab 6.5. 

4.2. Basic Analysis 

Based on the model we introduced above, we start the comparison using a basic to-
pology. Suppose in a 1000×1000 m2 network area, 10 base stations are distributed 
evenly in a straight line with the same space 100 meters between neighbours. Station 
A, B, C,…, H, and I are stationary relaying base stations, while J is connected to the 
fixed infrastructure by a wired connection. All the packets are sent to or received from 
the fixed network via Station J. In this network, we can evaluate the potential gain of 
transmitting flows in multiple hops, instead of a single hop. If we apply MHR without 
communication range to compute the routes, all nodes will take a single hop to the 
destination. Intuitively, this will generate the most interference to the network. In this 
sense, MHR is not a suitable algorithm for the network. We are going to compare 
MHR with BIRA by observing the maximum data rate with different communication 
range. A larger maximum data rate from BIRA than from MHR is expected. 

4.2.1 Methodology 
In MHR, the cost of all the links is same. This implies that always the direct links are 
used, if the link is available. Through the model above, we can obtain the maximum 



data rate d in each node. We will compare the value of d between different algorithms, 
and see which algorithm can obtain the maximum data rate/capacity.  

4.2.2  Results 
Fig 1 shows two different routes obtained by MHR and BIRA (with weight parameter 
ß = 0.5) with unlimited communication range. Fig 1-a shows that with MHR, all the 
relaying nodes reach the destination (J) within the least number of hops (a single hop 
in here). However, with BIRA, nodes are trying to reach the closest node in order to 
minimize the interference as show in Fig 1-b. Meanwhile, the fixed link cost A also 
tries to balance the length of branches, and avoid the long branches as we mentioned 
in subsection 3.3., so that the first node chooses the path via the third node, instead of 
the second one. 

 
Fig. 1. Routing for MHR algorithm (1-a) and BIRA (1-b) with unlimited communication range 

Because the transmission power increases with the distance to the power of 3, the 
nodes in Fig 1-a need more transmission power to transmit the signals, which implies 
more interference in the network. Intuitively, the routes in Fig 1-b can decrease the 
interference and obtain larger data rate. The modelling results proved our assumption.  

Table 1. Maximum data rates for different communication range 

Communication Range (meters) 100 200 400 600 800 
DMHR (Mbit/s) 0.105  0.027  0.008 0.005 0.002 
DBIRA (Mbit/s) 0.105  0.105  0.105  0.105 0.105 

Table 1 shows the maximum data rates the network we describe can obtain by using 
algorithm MHR and BIRA with different communication range. DMHR and DBIRA rep-
resent the maximum data rate MHR and BIRA can obtain respectively.  It can be ob-
served that bridging a distance in multiple hops really leads to an increased maximum 
data rate. MHR can be forced to do so, by limiting the communication range, whereas 
BIRA automatically chooses this optimal routing. It must be noted that this is an ex-
treme case, in which the rationale behind the BIRA algorithm is exploited very well. 

4.3. Extensive Analysis 

In order to analyse a more realistic situation, in this subsection, we modelled a net-
work with 30 nodes randomly distributed in an area of 1000m×1000m, where the last 
generated node is the gateway node connected to the fixed network. Moreover, we 
assume that all the nodes have 600 meters communication range. We will compare 
BIRA with different values of the weight parameter ß to optimize the value of ß. Fur-
thermore, we will compare BIRA with several other routing algorithms, i.e., MDR, 
MHR, and LIR. 

I I H HGG F F E E D DCC BB A

1-a

A J 

1-b 

J 



4.3.1 Methodology 
In order to compare these algorithms, we define 
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where d1 and d2 denote the maximum data rates for two different routing algorithms. 
When d is equal to 0, d1 = d2, which is one of the important features of d; when d < 0, 
d1 < d2; when d > 0, d1 > d2. 

We generated several topologies. For each topology, we obtained a d for a specific 
pair of routing algorithms. We further define the function  
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Especially, f(0) represents the fraction of cases where d1 is worse than or equal to d2. 

4.3.2 Results 
Two experiments are done to evaluate the performance of BIRA. The first experiment 
compares BIRA with different values of ß in order to obtain the optimal value. With 
this optimal value, BIRA is compared with MHR, MDR, and LIR in the second ex-
periment. 

In Experiment 1, we generate 100 topologies to compare BIRA with ß = ß1 = 0.4 
and ß = ß2 = 0, 0.2, 0.5, 0.6, 0.8, and 1, respectively, so that d1 stands for the data rate 
of ß = 0.4, while d2 represents the data rates of the others. By comparing the value of 
f(0) and 90% confidence interval of d, we conclude that the optimal value of ß lies 
between 0.2 and 0.6, whereas ß = 0.4 seems to be a good choice. 

We take ß = 0.4 and compare BIRA with MHR, MDR, and LIR by analyzing the 
results of 100 topologies in Experiment 2. We define the data rate of BIRA as d1 and 
the others as d2. When comparing BIRA with MDR, we found the average value of d 
is 1.5, and f(0) equals 0.13, i.e., the date rate obtained with BIRA is on average 2.5 
times the data rate obtained with MDR, and in 87% of the topologies, BIRA had bet-
ter performance. When comparing BIRA with MHR, we found the average value of d 
is 1.8, and f(0) equals 0.35, i.e., BIRA obtains on average 2.8 times the data rate of 
MHR, and in 65% of the topologies BIRA achieves better performance than MHR. 
When comparing BIRA with LIR, we found the average value of d is 1.4, and f(0) 
equals 0.22, i.e., BIRA obtains on average 2.4 times the data rate of LIR, and in 78% 
of the topologies BIRA obtains larger data rates than LIR. The results are further illus-
trated in Fig 3, where the function f is plotted for the three comparisons. 

 
Fig. 2. Comparison of BIRA with alternative routing algorithms 



5. Conclusions and Future Work 

A new routing algorithm for multi-hop wireless infrastructures, the BIRA algorithm, 
was proposed. BIRA is promising for the interconnection of high density base sta-
tions, where some of the base stations do not have a direct connection to the fixed 
network. Such a base station will send/receive packets to the wired infrastructures via 
multiple hops. BIRA is based on the Dijkstra algorithm, where the link cost is a 
weighted combination of fixed link cost and interference level. Modelling and per-
formance analysis shows that using a combination of fixed link cost and interference 
level yields better performance than using one of the two as a cost function. More spe-
cifically, using a weight factor, ß, of 0.4 is definitely better than using ß below 0.2, or 
above 0.6, whereas, it is probably better than other values within this interval. BIRA 
with the value of ß = 0.4 outperforms the MHR, MHR, and LIR algorithm in terms of 
obtained data rates for a given available spectrum. It helps to reduce the interference 
in the network and to achieve higher throughput. 

Further work includes the extension of BIRA to situations where the node locations 
are unknown, so that interference levels have to be derived from physical layer proce-
dures, e.g., from power control information. Also, the extension of BIRA, to allow for 
rerouting to cope with link or node unavailability needs to be investigated. Finally, 
analysis of topologies with multiple gateway nodes has to be performed. The applica-
tion of interference-based routing to multi-hop wireless systems with random access 
techniques such as the one used in IEEE 802.11 Wireless LAN is also a promising 
field of research.  
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