
Routing and Broadcasting in

Ad-hoc Networks

Inauguraldissertation

der Philosophisch-naturwissenschaftlichen Fakultät

der Universität Bern

vorgelegt von

Marc Heissenbüttel
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mayer, Marc Danzeisen, Stephan Zürcher, Andreas Bochsler.
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Chapter 1

Introduction

1.1 Overview

In this thesis, we study broadcast and routing protocols for ad-hoc networks. We
are especially interested in protocols that make use of location information. We
propose three novel position-based protocols for ad-hoc networks, two routing
protocols and a broadcast protocol.

Ad-hoc networks consist of a collection of wireless hosts that are free to
move randomly. These networks operate without the support of any fixed in-
frastructure or centralized administration and are completely self-organizing and
self-configuring. Nodes are connected dynamically and in an arbitrary manner
to form a network, depending on their transmission ranges and positions. Nodes
can communicate directly with all nodes within transmission range. As trans-
mission ranges are limited, two nodes may not be able to communicate directly
and they must rely on other nodes to forward their packets. A source sends a
packet to one or more of its neighbors, which in turn forward the packet to their
neighbors, and so on until the destination is finally reached. Thus, nodes must
cooperate to provide connectivity and paths are normally multihop.

Routing deals with finding appropriate paths between source and destination
nodes, possibly over many intermediate nodes. Traditional routing protocols for
fixed wired networks are not adequate for ad-hoc networks and perform poorly
because of these networks’ distinct characteristics such as the rapidly changing
topology, the broadcast propagation medium, and the existence of unidirectional
links. Many routing protocols designed for ad-hoc networks have been proposed
in the literature. We can distinguish between topology-based and position-
based routing protocols. Like routing protocols in the Internet, topology-based
routing protocols use routing tables and information about available links to
forward packets based on the destination address. These topology-based routing
protocols are adequate for many kinds of ad-hoc network such as networks with
only a few hundred nodes and spontaneous networks where people meet at a
convention center and want to share data. On the other hand, these routing
protocols show poor adaptation in networks with frequently changing topology.
These changes result in slow convergence behavior or even inconsistent routing
tables. Furthermore, these protocols scale poorly with a very large number of
nodes as the signaling traffic and the number of required control packets become
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prohibitive.
In position-based routing protocols (also known as geographical, geometric,

or location-based routing protocols), the nodes’ geographical positions are used
to make routing decisions. A node forwards a packet to the neighbor that
is geographically closest to the destination position in a greedy manner. If
this greedy routing fails, the packet is forwarded further in a recovery mode.
Therefore, a node must be able to determine its own position and the position
of the destination node. This information is generally provided by a global
navigation satellite system and a location service, respectively. The location
service is responsible for maintaining nodes’ positions and replying to requests
for destination node locations from source nodes. Furthermore, nodes obtain
knowledge of their neighbors through beacons, short hello messages broadcasted
periodically from each node. Position-based routing algorithms do not require
the establishment of any route prior to data transmission, and nodes neither
keep track of installed routes nor store routing tables, as packets are simply
sent to neighbors in the direction of the destination, making nearly stateless
routing feasible.

These characteristics make position-based routing protocols especially suit-
able for ad-hoc networks with highly dynamic topologies and/or a large number
of nodes, where topology-based protocols have their limitations. Typical ad-
hoc networks that have such characteristics are sensor networks and vehicular
ad-hoc networks. In sensor networks, the nodes are often tiny and have highly
restricted power and resource constraints. Possibly tens of thousands of sensors
are distributed densely over a specific area for applications like object track-
ing and information collecting. In vehicular ad-hoc networks, traffic flows are
between vehicles; mobility is normally high and topology changes are frequent.
Vehicular networks are envisioned and already deployed to enable on-board
safety systems, virtual traffic signs, and real-time information on traffic and
congestion.

In the remainder of this first chapter, we first state the problems that are
investigated in this thesis. The four following sections correspond to the four
main chapters, which describe the work carried out during the thesis. In the
two last sections, we briefly summarize the main contributions and give a short
outline of the thesis.

1.2 Problem Statement

Even though position-based protocols are more suited for these kinds of networks
with highly dynamic topologies and a large number of nodes than topology-
based protocols, they still have some drawbacks. These drawbacks can be
broadly classified in two categories.

1. Drawbacks caused by the required control traffic.

• The periodical broadcasting of hello messages, called beaconing, is
a proactive mechanism of position-based protocols and is performed
independently of actual data traffic. Even if no data is being trans-
mitted, nodes constantly exchange beacons, which wastes scarce net-
work resources such as battery power and bandwidth. This may be
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a critical factor, especially in sensor networks with very limited de-
vices. Furthermore, the beacons can interfere with data packets that
must then be retransmitted, introducing additional delay.

• Even though the protocols are often claimed to be nearly stateless as
they do not have to maintain paths, the protocols are still stateful
in the sense that nodes must store local information about the net-
work, namely the positions of their neighboring nodes as provided by
beacons. This information may become outdated and inaccurate be-
cause of mobility, or nodes toggling between active and sleep modes.
Stale neighbor information leads to wrong routing decisions, which
may cause significant network performance degradation. For exam-
ple, a node may try to forward a packet to a node that is no longer
reachable.

2. Drawbacks originating from using the positions and distances of nodes as
the only criteria for routing.

• Routing a packet along the line-of-sight between the source and desti-
nation may often not be possible in realistic networks. Thus, greedy
routing of position-based protocols will fail and a recovery mecha-
nism must be applied. The path chosen by this recovery mechanism
may be very suboptimal and have a much higher hop count.

• Each packet is sent completely independent of all others, i.e., if the
protocol forwards them along a very long path even though a much
shorter one exists, all subsequent packets follow the longer path. The
algorithm has no way to adapt and to learn from experience.

• Packets are routed only on the basis of location information, and
normally the length of the traveled path is minimized. Other criteria
like delay, link capacity, and traffic load are not taken into account.
Thus, the protocols do not account for end-to-end performance and
Quality-of-Service as the shortest path may not be the appropriate
one because of congestion and long delays.

We can summarize these drawbacks by saying that protocols are stateful con-
cerning neighborhood topology and stateless about the topology of the network
on a large scale. This is however exactly the opposite to what seems intuitive
and logical. The neighborhood changes frequently and at unpredictable times
and, thus, protocols should avoid to maintain state about the local network
topology. On the other hand, the overall node distribution in the network re-
mains quite static and only varies slowly over time, e.g., because people tend to
stay in towns and move along streets. Therefore, it is beneficial to accumulate
such information at the nodes to facilitate communication on a large scale.

Each of the three position-based protocols proposed in this thesis aim at
overcoming one of these two types of drawbacks. One of the proposed routing
protocols and the broadcast protocol address the first type of drawbacks caused
by the required control traffic and the associated local statefulness. The sec-
ond proposed routing protocol targets the second type of drawbacks, which is
caused by the sole use of position information for forwarding decisions and the
statelessness about global network topology.
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1.3 Beaconing

Although some shortcomings of existing protocols caused by beacons were dis-
cussed in the previous section, we also carried out an assessment of the possible
impacts by theoretical analysis and simulations. Thus, we provide a more formal
justification for the proposed stateless routing and broadcast protocols, which
avoid beacons and do not suffer from these drawbacks.

Beaconing is the proactive broadcasting of short hello messages to advertise a
node’s position to its neighbors. Knowledge of the neighboring node’s position is
required by conventional position-based protocols to make forwarding decisions.
Commonly, a node assumes that a link to a neighbor exists if it has received
a beacon from that neighbor within a certain time-interval. Beaconing uses
scarce network resources and is also a major source of wrong routing decisions,
as the stored network states can become stale, and thus the topology perceived
by a node may be different from the actual physical network topology. The
view of the network topology is, strictly speaking, always outdated if nodes
move, as the positions indicated by the beacons do not correspond to the actual
positions. The most severe impact occurs if a node tries to forward a packet to
a node that it considers a neighbor but the node has left transmission range.
We show by analytical and simulation results that these wrong routing decisions
and outdated neighbor information can significantly degrade the performance of
the network. We also propose and evaluate some obvious extensions to existing
position-based proposed routing protocols to mitigate to observed drawbacks.
The main findings of this chapter can be summarized as follows:

• Packet loss in uncongested networks is mainly due to outdated neighbor
information and wrong routing decisions.

• The delay can be increased by an order of magnitude or more in highly
dynamic networks.

• Already minor extension can significantly improve the performance of
position-based protocols. However the fundamental flaw of these protocols
remain, namely their statefullness.

1.4 Beacon-Less Routing (BLR)

The goal of the design of BLR was to avoid completely the periodical broad-
casting of hello messages. Forwarding decisions should be based solely on the
information given in the data packet itself, and no additional control messages
should be required. Thus, BLR is a real stateless protocol, which eliminates the
drawbacks of beaconing mentioned above.

BLR consists of four components; greedy mode, backup mode, unicast mode,
and reactive local routing. Packets are routed in greedy mode whenever possi-
ble. Greedy routing is performed in a distributed manner without any informa-
tion about neighboring nodes, neither their positions nor even their existence.
Because nodes do not rely on information about neighbors, beaconing can be
disposed completely. If a node has a packet to send, it simply broadcasts the
packet and every neighboring node receives it. The protocol ensures that just
one of the receiving nodes relays the packet further. This is accomplished by
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computing a Dynamic Forwarding Delay (DFD) at each node depending on its
position relative to the previous and to the destination node. The node located
at the most ”optimal” position introduces the shortest delay and thus transmits
the packet first. Other nodes overhear the further relaying and cancel their
scheduled transmissions of the same packet. To ensure that all nodes detect
the forwarding, only nodes within a certain forwarding area apply DFD and
take part in the contention to forward the packet. Nodes outside the forwarding
area just drop the packet. To the best of our knowledge, BLR is the first rout-
ing protocol where the forwarding decision is taken not at the sender or source
node of a packet but at the receivers. The broadcasting of packets over all hops
makes BLR susceptible to packet duplication. Packet duplication occurs for each
node in the forwarding area that does not detect a subsequent rebroadcasting
of previously transmitted packet. In realistic environments, many factors may
prevent nodes from receiving successfully a packet transmitted by a node within
transmission range such as interferences, obstacles, and the error prone wireless
propagation medium. In order to reduce the number of broadcast transmissions
of greedy mode, and thus the duplicated packets, BLR has an option to forward
packets in unicast mode if neighbors are known.

If no node is located within the forwarding area, greedy routing fails. The
node that was not able to relay the packet in greedy mode routes the packet
further in backup mode. Therefore, the node broadcasts a request for beacon
packets. All nodes that receive this packet reply with a beacon indicating their
position. The packet is then forwarded to the replying node that is closest
to the destination. If none of the neighbors is closer to the destination than
the requesting node, the packet is routed according to the ”right-hand” rule, a
concept known for traversing mazes. As soon as the packet arrives at a node
closer to the destination than where it entered backup mode, the packet switches
back to greedy routing.

The intended position of the destination, as indicated in the packet header,
may not correspond with the current position of the destination node because
of mobility. To cope with position inaccuracies, reactive local routing is applied
in the vicinity of the destination if the packet cannot be delivered to the des-
tination. Therefore, the packet is flooded within a restricted area around the
thought position of the destination node. If the destination has not moved too
far away, there is a high probability of delivering the packet.

Many further optimizations for BLR apart from the above three compo-
nents are presented later in this thesis. The implementation and evaluation of
all optimizations is outside the scope of this thesis. We focus on the ones we
believe are most promising. BLR is first studied by analytical means and then
the performance and behavior are evaluated by simulations. Furthermore, we
implemented BLR in a Linux testbed consisting of laptop computers equipped
with WLAN-cards and GPS devices, and performed several real-world exper-
iments. Considering the drawbacks of existing position-based protocols that
require beaconing, we can summarize the main benefits of BLR as follows:

• BLR eliminates control traffic completely as no hello messages are required
in greedy mode. This conserves scarce resources such as battery power
and bandwidth in ad-hoc networks. Control traffic is only required if the
greedy mode fails.

• BLR is almost completely stateless and does not store network topology
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information. Thus, it remains almost unaffected by even very high rates
of topology change and proves highly scalable in terms of the number of
nodes.

• BLR performs routing on the actual topology and thus minimizes the
risk of wrong routing decisions because of outdated topology information,
which would significantly degrade performance.

1.5 Dynamic Delayed Broadcasting (DDB)

The principle of Dynamic Delayed Forwarding (DFD) was also used to design
a broadcast protocol named Dynamic Delayed Broadcasting (DDB). It has the
same objectives as BLR, such as the elimination of any control traffic to save
scarce resources, and to be stateless in order to avoid outdated network topology
information.

The broadcasting of packets throughout the network is a frequently per-
formed task in ad-hoc networks. Optimized broadcasting is achieved by dy-
namically, and in a completely distributed way, delaying transmissions at the
receiving nodes by DFD and determining whether to rebroadcast a packet at
all. Depending on the metric used to calculate the delay, DDB can be optimized
for many objectives. We propose two schemes that aim to reduce the number
of overall transmissions and to extend the network lifetime, respectively. In the
first scheme, the delay introduced by DFD at each node depends on the addi-
tional area that would be covered by the node’s transmission. Larger additional
covered areas yield smaller additional delays. Consequently, nodes at the bound-
ary of the sender’s transmission range, which cover a significant additional area,
rebroadcast the packet first. Nodes close to the sender, which introduce a large
delay, overhear the subsequent transmissions of the distant nodes. There is a
high probability that these nodes will not rebroadcast the packet at all as their
transmission would not cover any additional area, or only a very small one. The
second scheme extends the network lifetime by conserving power at the nodes
with almost depleted batteries. Nodes delay the packet forwarding depending
on their battery status. Nodes with an almost depleted battery schedule the
rebroadcasting of the packet with a large delay whereas nodes with high remain-
ing battery power forward the packet almost immediately. Again, nodes do not
rebroadcast a packet if they cannot cover any additional area. Consequently,
energy is conserved at almost depleted nodes, which increases their lifetime and
in turn prolongs the connectivity of the network. Both DDB schemes can also
operate without location information, if incoming signal strength can be used to
approximate distances between nodes. First, some general properties of DDB
are derived analytically, and then simulations are conducted to evaluate its per-
formance. As DDB is based on the same concept of DFD, it shows also benefits
similar to BLR.

• DDB does not require any control traffic. Rebroadcast decisions are taken
in a completely localized manner and are locally optimal without any
knowledge of the neighborhood.

• As DDB is nearly stateless, it remains unaffected by frequently changing
topologies.
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• DDB can easily be optimized for different objectives by using different
metrics.

1.6 Ant-based Mobile Routing
Architecture (AMRA)

The ant-based mobile routing architecture (AMRA) is a two-layered frame-
work with three independent protocols rather than an actual routing protocol.
AMRA also makes use of position information available at each node for rout-
ing. Packets are routed towards the destination not greedily but perhaps to
several intermediate anchor positions, thus avoiding the aforementioned second
type of drawback of conventional position-based routing. It is designed for rout-
ing in large-scale ad-hoc networks with possibly tens of thousands of nodes and
irregular topologies, where routing along a line-of-sight between the source and
destination is not possible because of mountains or lakes in between. AMRA is
also able to cope with mobility of nodes as long as the overall distribution of
the nodes remains rather static. For most realistic scenarios, this is reasonable
assumption as nodes are typically located in towns and on/along streets. In
such scenarios, AMRA is able to find more optimal paths by memorizing past
traffic such that packets are not routed directly towards the destination, as this
may be very suboptimal. The memory required to keep track of the traffic can
be kept quite small by applying an aggregated and fisheye-like view onto the
network.

AMRA is designed with modularity in mind such that each protocol can
be replaced individually and almost independently of the others or with only
minor modifications. Three specific protocols are presented exemplarily for
the AMRA framework. The two protocols used on the upper layer are called
Topology Abstraction Protocol (TAP) and Mobile Ant-based Routing Protocol
(MABR). TAP provides a simplified logical network topology to the actual
routing protocol MABR. MABR uses a paradigm from swarm intelligence to
achieve optimal routing. StPF (Straight Packet Forwarding) is situated on the
lower layer and acts as an interface for MABR to the physical network.

TAP provides in a transparent manner a simplified topology with fixed logical
routers and fixed logical links. Logical routers are defined as fixed geographical
areas. All nodes located within a logical router have the same logical view
of the network. Each node maintains a routing table, which depends on its
current view and its past locations and overheard packets. The rationale for
this abstraction of the actual network topology is twofold. First, to scale well
in large networks, and second, to provide a rather static topology to the actual
routing protocol MABR.

MABR operates in the upper layer on top of this abstract topology and is not
required to respond to frequently changing topologies. It maintains probabilistic
routing tables at each node, which are updated by data packets and ants. Ants
are special control packets that are routed independently of the data packets
and explore new paths. Unlike ants, data packets are routed according to these
pheromone tables. At each node, the destination coordinates of the data packets
determine the intermediate anchor position to which the packet is sent on its
way to the destination. Each node overhearing or forwarding a data packet
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or an ant updates its routing table by increasing the probability of the path
followed by the packet.

StPF is a purely position-based routing protocol and basically any existing
protocol can be used as StPF, including BLR as proposed in this thesis. StPF is
applied to forward a data packet physically over the logical link determined by
MABR to the next anchor point, i.e., data packets are routed to the next logical
router purely on the basis of nodes’ positions. When the packet arrives at this
logical router, MABR must again determine the next logical router. StPF is
also the only means by which ants are routed to their destination.

The framework with the three described protocols is evaluated by simula-
tions. AMRA has the following main features.

• AMRA allows nodes to learn by memorizing past traffic such that disad-
vantageous paths are avoided. Packets are routed along paths with high
node density and high-quality paths.

• Because of the abstract topology, it can cope easily with high mobility
and is scalable in terms of the number of nodes and the geographical area
covered by the network.

• Not only can it take into account position of and distances between nodes,
but also different cost metrics.

1.7 Contributions

We can summarize the main contributions of this thesis as follows:

• The impact of beaconing on position-based routing was evaluated by an-
alytical means and by simulations.

• We designed a position-based routing protocol (BLR) and a broadcasting
protocol (DDB) for ad-hoc networks. These protocols do not require any
neighbor information and are completely stateless.

• We designed the scalable and modular AMRA framework for routing in
ad-hoc networks, based on ideas from swarm intelligence and comprising
three single protocols.

• We studied analytically some fundamental properties of BLR and DDB
and implemented them in a network simulator.

• AMRA was also implemented in a network simulator to assess its perfor-
mance in large-scale ad-hoc networks.

• BLR was also implemented in a testbed of Linux laptop computers equip-
ped with GPS devices and WLAN cards and several real-world experi-
ments were conducted.
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1.8 Thesis Outline

In Chapter 2, we give a basic overview of ad-hoc networks and their characteris-
tics and also discuss network and simulation models used in this thesis to evalu-
ate the proposed protocols. In Chapter 3, we give a comprehensive overview of
related work covering routing and broadcasting protocols for ad-hoc networks.
Then, we study the impact of beaconing on position-based routing protocols
and identify several drawbacks in Chapter 4, such as stale routing information
and waste of network resources. To avoid some of these observed drawbacks, we
propose the Beacon-Less Routing protocol (BLR) in Chapter 5, which avoids
the beaconing mechanism of other position-based routing protocols. Unlike all
other routing protocols, forwarding decisions are taken at the receiving nodes
in a completely distributed manner by making use of the broadcast property of
the wireless medium. We introduce the Dynamic Delayed Broadcasting protocol
(DDB) in Chapter 6, based on the same principles as BLR to achieve optimized
broadcasting without any control message overhead. The decision of whether
or not to rebroadcast a packet is taken completely locally, depending only on
the information given in the broadcast packet. In Chapter 7, we introduce the
Ant-based Mobile Routing Architecture (AMRA). If routing along a straight
line between the source and destination is not possible because of voids in the
topology, conventional position-based routing protocols perform very subopti-
mally. AMRA employs ideas from swarm intelligence to find optimized routes in
such scenarios by increasing the probability of shorter paths. Finally in Chap-
ter 8, we summarize the main findings and conclude the thesis. In the last
Chapter 9, we discuss further improvements to the proposed protocols and also
outline more generally possible future directions for research.
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Chapter 2

Ad-hoc Networks

2.1 Introduction

This chapter explains some basics regarding ad-hoc networks and how protocols
are evaluated and judged commonly in the research community.

Ad-hoc networks have several salient characteristics that make them quite
different from other networks. The perhaps two most notable are the dynamic
topology and the absence of any centralized infrastructure. These characteristics
pose large challenges for protocols on any layer of the network stack. (Mobile)
ad-hoc networks are often cited explicitly in the literature. However, the para-
digm of ad-hoc networking has also been applied in various other contexts and
distinct names for these networks emerged. We briefly summarize some of the
well-known networks based on the ad-hoc networking paradigm. We start this
chapter by discussing the characteristics of ad-hoc networks and giving a general
overview of networks relying on the ad-hoc networking paradigm in Section 2.2.

In Section 2.3, we consider design and evaluation criteria especially aimed at
protocols for ad-hoc networks. As protocols are typically evaluated first by sim-
ulations, one has to take care that the parameters defining the simulation model
capture many of the possible scenarios encountered in reality. Furthermore, the
performance and behavior of the protocols have to be judged objectively by
well-defined metrics in order to be able to compare them among each other.

For the theoretical analysis and the simulations different models have been
proposed to reproduce reality. Many models are quite simple and allow to
derive some general properties easily, while others try to reflect reality more
accurately. In Section 2.4, we discuss various important network, mobility, and
radio propagation models, which are used for the simulations and the analytical
evaluations of ad-hoc network protocols.

2.2 Ad-hoc Networks

2.2.1 Overview

All kinds of wireless networks have become increasingly popular over the past
years. Due to the continuous technological advances, today’s wireless and
portable devices are small, light-weight, and have high computing capabilities.
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The proliferation of these devices and the demand of users to communicate con-
tinuously are the driving forces behind the deployment of wireless networks. We
can distinguish between two fundamentally different types of wireless networks.
The first are known as infrastructure or cellular networks in which mobile hosts
communicate with base stations connected to a fixed network infrastructure. If
a node moves out of range of a base station, a handoff to a new base station
within transmission range occurs. Data is routed through the wired network
and only the last hop is wireless. The second type of wireless networks are ad-
hoc networks, often also called wireless multihop networks, which is probably
the more descriptive term. These networks are simply formed by a collection of
wireless hosts, which are often free to move randomly, and without any estab-
lished infrastructure or centralized administration. Naturally, these networks
must be self-configuring and self-organizing. Since source and destination nodes
may not be within transmission range, the paths are normally multihop. All
hosts act as routers and forward packets on behalf of other nodes to provide
communication throughout the entire network.

Ad-hoc networks have several distinct advantages over infrastructure net-
works for many applications and in many scenarios. Some of these reasons are
their ease and speed of deployment, their robustness, as they do not depend
on any infrastructure, and the low costs. Ad-hoc networks may also be used in
combination with cellular networks to form so called hybrid or multihop cellular
networks. Hybrid networks can help to extend the coverage and to increase the
redundancy and the performance of cellular networks.

The increased interest in ad-hoc networks is also reflected by the formation
of the ”Mobile Ad-hoc Network” working group within the Internet Engineering
Task Force IETF [1]. This working group currently focuses on routing protocols
suitable for wireless routing applications. Many protocols have been proposed
as Internet Drafts and some reached RFC-status. The Internet Research Task
Force IRTF [2] has also established a research subgroup ”Ad-hoc Network Sys-
tems” that investigates some specific areas in the context of ad-hoc networks like
inter-layer protocol interaction, Quality-of-Service routing, routing scalability,
and network auto-configuration.

Ad-hoc is Latin and can be literally translated as ”for this”. The meaning is
”for this purpose only”. The term (mobile) ad-hoc network also is often used as
an umbrella term for any kind of self-organizing, infrastructureless, and wireless
multihop networks. In this thesis, we follow this definition and often refer to
these kinds of networks simply as ad-hoc networks.

2.2.2 Characteristics of Ad-hoc Networks

Ad-hoc networks have several distinct characteristics that make them quite dif-
ferent from conventional cellular networks. These characteristics are mainly due
to the absence of any fixed infrastructure, the wireless propagation medium,
and the limited resources of the mobile devices. The most salient characteris-
tics which should be considered by protocol designers were addressed within the
”Mobile Ad-hoc Networks” working group and are listed in RFC 2501 [3].

• Dynamic topologies: Major reasons for topology changes are the mobil-
ity of the nodes, the adjustment of transmission and reception parameters,
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and the sleep cycles of nodes to save energy. Therefore, the network topol-
ogy may change frequently and at unpredictable times.

• Limited and variable capacity of the links: The capacity of wireless
links is and will presumably remain considerably lower than of wired links.
Furthermore, the capacity of the links may vary over time because of the
changing propagation conditions and the varying distances between nodes.

• Power-constrained operation: Nodes in an ad-hoc network typically
rely on batteries for their operation. Even though, battery capacity has
doubled in energy density every 35 years [4], it still does not satisfy today’s
demands. Unfortunately however, a breakthrough is not expected in the
near future [5, 6].

• Limited physical security: Mobile wireless networks are generally more
prone to security threats than fixed wired or cellular networks [7]. The
wireless propagation medium introduces vulnerabilities to malicious at-
tacks varying from passive eavesdropping to active interference. Unlike
cellular networks, ad-hoc networks do not have a centralized administra-
tion that can act as a trusted third party.

Protocols designed for fixed and cellular networks are not appropriate to
cope with these characteristics and new protocols tailored especially for ad-hoc
networks are required. The protocols that we propose in this thesis are mainly
concerned with the first three characteristics and implement mechanisms to
operate efficiently in such scenarios. They do not address security issues as this
is out of scope of this thesis.

2.2.3 Examples of Ad-hoc Networks

In the following, a brief description of some typical networks which are based
on the paradigm of ad-hoc networks is given. These networks are often not pure
ad-hoc networks, but rather hybrid networks as some nodes are connected to
infrastructure networks. Most of these terms are not strictly defined, vary over
time, or are used in different context by different authors. We try to give the
most common used description of these different terms as they are used in our
view nowadays.

• Mesh networks: Mesh networks may be used as a last mile solution
where cabling is impossible, too expensive, or just as an alternate in-
frastructure in the event of failure [8]. Nodes are deployed densely all over
a certain area in order to enable broadband wireless access from home.
The term is also used in the context of wireless metropolitan area net-
works, where wireless hotspots are interconnected to offer users wireless
access. Several companies [9, 10] have already deployed such networks in
various cities. Today, most often IEEE 802.11b [11] is used as the under-
lying wireless technology. It is likely that new standards like the different
variants of IEEE 802.16 [12] and IEEE 802.20 [13], which offer higher data
rates and higher transmission ranges, will further boost this development
and will complement and/or partially replace IEEE 802.11b networks.
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• Wireless personal area networks: A personal area network is a com-
puter network used for communication among computer devices close to
one person, including telephones and personal digital assistants. The reach
of a personal area network is typically a few meters only and can be used
for communication among the personal devices themselves and also for
connecting to the Internet. Several commercially available wireless tech-
nologies like Bluetooth [14] and other technologies which are currently
under standardization in the IEEE 802.15 [15] Working Group are typi-
cally used for these wireless personal area networks.

• Vehicular ad-hoc networks: Vehicular ad-hoc networks are used for
on-board safety systems, virtual traffic signs, real-time congestion and
traffic information, and commercial applications which require vehicle-to-
vehicle or vehicle-to-roadside networking [16, 17, 18]. Vehicular ad-hoc
networks have some distinct features compared to other ad-hoc networks
such as large computational and infinite power resources. The mobility of
the nodes may be quite high, but with mobility patterns constrained to
roadways.

• Sensor networks: Low power and energy efficient radios and processors
have made all types of sensor networks a reality [19]. The tasks of the
sensor networks are including object tracking, information collecting and
querying, or producing a response to a certain event. The data collected
and often already partially processed by the sensors is transmitted to
a sink node that communicates with a monitoring center. The number
of nodes in sensor networks can be several orders of magnitude higher
than in the previously discussed ad-hoc networks. Sensor nodes are very
limited devices and have strict power, communication, computation, and
memory constraints. Furthermore, sensor networks mainly use a broadcast
or geocast communication paradigm, whereas most ad-hoc networks are
based on point-to-point and unicast communication. For sensor networks,
the power conservation may be the most important design parameter.

• Spontaneous networks: Spontaneous networking has got a lot of at-
tention recently [20]. Spontaneous networking can be described as the
integration of services and devices with the objective that services are of-
fered instantaneously to users without any manual intervention [21]. To
achieve this objective, these networks also have to account for effective
service discovery among devices [22].

• Military and rescue networks: In scenarios like disaster rescue and
military operations, one cannot rely on centralized administration or the
availability of a communication infrastructure. The existing networks may
be destroyed, may not be reliable in enemy regions, or just may not be
accessible. To facilitate the operation, it is important to be able to deploy
quickly a communication infrastructure. Consequently, ad-hoc networks
have already been used early in military operations.

• Packet radio networks: The idea of self-organizing wireless networks
is not really new. Already back in the 1970’s, a multihop multiple-access
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packet radio network [23] was developed under the sponsorship of the De-
fense Advanced Research Projects Agency (DARPA). Packet radio net-
works are somehow synonymous to ad-hoc network even though mobility
was not a major concern as devices were heavy and not very mobile.

2.3 Routing Protocol Considerations

Routing deals with finding appropriate paths between source and destination
nodes, possibly over many intermediate nodes. Depending on the underlying
communication paradigm, we distinguish between unicast, multicast, anycast,
geocast, and broadcast routing. All these types of routing have one sender,
but they differ in the number of destination nodes and the way the destination
nodes are determined. In unicast communication, there is exactly one specific
destination node. In anycast routing, packets are delivered to exactly one desti-
nation among several possible destinations. Multicast is the delivery to multiple
destinations which are aggregated in a multicast group. If the multicast group
is defined as the set of all nodes within a specified geographical region, we speak
of geocasting. Broadcast aims at delivering packets to all nodes in the network.
In this thesis, we are mainly concerned with unicast routing protocols and if
not noted otherwise, we simply refer to unicast routing protocols as routing
protocols.

Traditional routing protocols for fixed wired networks such as RIP [24] and
OSPF [25] are not adequate for the characteristics encountered in ad-hoc net-
works and perform poorly. The challenge of any routing protocol for ad-hoc
networks is that they must be able to cope efficiently with their salient charac-
teristics.

RFC 2501 [3] describes differences between ad-hoc and fixed wired networks
and discusses the resulting impact on the design and evaluation of network
control protocols, focusing on routing protocols. An ad-hoc network is char-
acterized by several defining parameters that should be considered during the
design, the simulation, and the comparison of routing protocols. A networking
context or a scenario is defined as a set of characteristics describing an ad-hoc
network and its environment. In the literature, these parameters are typically
used and varied to determine the performance of protocols in different network
scenarios. In the following, we briefly describe some of these parameters.

• Network size: This is simply measured as the number of nodes which
are member of the ad-hoc network.

• Network connectivity: Network connectivity is measured by the aver-
age number of neighbors of a node and depends on the node density and
the transmission range. This parameter is also referred to as the degree
of a node.

• Topological rate of change: The rate with which the network topology
is changing, i.e., the rate with which links break and new links come up.
These changes are not only caused by mobility. Nodes toggling into and
out of sleep states, interferences with other transmissions, and changing
propagation characteristics can also cause changes in the topology.
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• Fraction of unidirectional links: Unidirectional links may be the rule
and not the exception caused by varying transmission ranges, different
SINR (Signal to Interference plus Noise Ratio), etc. Thus the effectiveness
and efficiency of protocols in the presence of unidirectional links may be
crucial.

• Traffic patterns: This includes all different kinds of connection types
and the distribution of the traffic load. Connections may be short- or
long-lived, data may be transmitted in bursts or constantly and smoothly,
some nodes may send/receive more traffic than others.

Quantitative and qualitative metrics are also proposed in RFC 2501 [3] in
order to judge and compare ad-hoc network routing protocols. Some of them
apply also to routing protocols for fixed, hardwired networks, whereas others
are more specific for ad-hoc networks. As stated in RFC 2501, it is crucial that
the metrics are independent of any specific routing protocol. The most often
used quantitative metrics are the following:

• End-to-end data throughput and delay: These metrics are the two
most important statistical measures of the effectiveness of routing perfor-
mance and may include, e.g., mean, variance, and distribution.

• Packet delivery ratio: The effectiveness is often not only measured as
the absolute throughput, but also as the fraction of successfully received
data packets at the destination and transmitted packets at the source.

• Percentage out-of-order delivery: This measure is of particular im-
portance to certain transport and application layer protocols such as
TCP [26] and RTP [27] which prefer in-order delivery of packets as sent
by the source.

• Overhead: This may be viewed as an internal measure of the routing pro-
tocol’s effectiveness, often also called normalized routing load. Depending
on the efficiency, a certain amount of overhead is required to achieve a
certain level of data routing performance. The overhead can be measured
in bits, but often it is measured as the average number of control and data
packets transmitted per data packet delivered. This measure tries to cap-
ture a protocol’s channel access efficiency. This is of special importance
with contention-based MAC layer protocols such as the DCF (Distributed
Coordination Function) of IEEE 802.11b [11], where the cost of channel
access may be disproportional high for short control packets.

2.4 Network, Mobility, and Radio Propagation
Models

In this section, we give an overview of network, mobility, and propagation mod-
els. Network models are mainly used for theoretical analysis and evaluation
of algorithms. The mobility and radio propagation models are used for simu-
lations to obtain wireless hosts movement patterns and to describe accurately
radio characteristics such as path loss, interference, and fading, respectively.
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2.4.1 Network Models

Wireless network are often modelled as graphs with nodes as vertices in the
plane and edges between two nodes if they are within transmission range, i.e., if
a link exists between the nodes. At any given point in time, the network graph
depends on factors such as the nodes’ positions, the transmission power levels
and coverage patterns, and the SINR, which all determine the communication
range. Thus the network graphs may change with time if any of these parameters
change. Given a set of vertices in the plane, different network graphs differ in
the set of edges between the vertices.

By far the most common graph to model wireless networks and approximate
the actual network is the unit disk graph. Its simplicity is the reason for its
wide spread use which eases the theoretical analysis. In the unit disk graph,
there is an edge between two vertices if and only if the Euclidean distance
between them is at most a certain fixed transmission range. The transmission
range is constant for all nodes and is scaled to 1. The unit disk graph has the
property that edges are undirected and, thus, all existing links are bidirectional.
Furthermore, it inherently presumes a single communication channel, e.g. as
for IEEE 802.11 [11] and omni-directional antennas, which may not always be
the case in realistic scenarios. Other examples for network graphs include the
minimum power graph [28, 29, 30], the quasi unit disk graph [31], etc., which
try to model reality more accurately.

It was however also argued in [32, 33] that these models derived from wired
network models with vertices and edges might not be an accurate representation
for a wireless network as they do not account for several distinct peculiarities.
For example, the transmissions over wireless links may not be possible if there
are ongoing transmissions on other nearby links. Additionally, costs of transmis-
sions are associated with nodes rather than links, unlike in fixed wired networks,
as one transmission is received at all neighbors.

Many algorithms depend on some properties of the network graphs to operate
effectively and efficiently. Numerous position-based routing algorithms require
a planar graph to guarantee loop-freedom for example. A planar graph is a
graph which can be drawn with no edges crossing. Obviously, edges may cross
in the actual network graph modeled by the unit disk graph (and also in the
quasi unit disk or the minimum power graph). Therefore, they do not belong
to the class of planar graphs. Often a subgraph with certain properties such
as planarity is extracted from the actual network graph, which includes only a
subset of all edges E. We briefly give the definition of certain graphs, which all
are planar and connected, used in related work as described in Section 3.3.

• A convex subdivision is a graph such that each face of the graph is a
convex polygon, except the outer face which is the complement of a convex
polygon.

• In a triangulation, every face is a triangle, again except the outer face.

• The Delaunay triangulation is a triangulation in which there is a triangle
of edges between three points U, V,W if and only if the disk determined
through them contains no other points, cp. Fig. 2.1.

• In the Gabriel graph, two points U and V are interconnected by an edge
if and only if there is no other point in the circle between these two points
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Figure 2.1: Delaunay triangulation

centered at their middle point and whose diameter is equal to the distance
between them, cp. Fig. 2.2.

U

V

Figure 2.2: Gabriel graph

• In the relative neighborhood graph, there is an edge between two nodes
U and V if and only if there is no other node located either closer to U or
V Fig. 2.3.

U V

Figure 2.3: Relative neighborhood graph

• The minimum spanning tree consists of a subset of edges of minimum
costs, which form a tree.

Another structure that is often encountered in related work and will also be
used in Chapter 6 is the (minimum) connected dominating set. A dominating set
is a set of nodes such that all nodes are either in the set or a neighbor of a node in
the set. The set is connected if any two nodes in the set are connected over a path
consisting solely of nodes in the set. The minimum connected dominating set
is the connected dominating set with the fewest nodes. Connected dominating
sets are frequently used as a backbone, e.g., it is sufficient if all nodes from the
minimum connected dominating set broadcast the packet in order to broadcast
a packet to all nodes in the network.
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An important feature is whether these graphs are locally computable for
practical purposes, i.e., whether a node is able to determine with only the
knowledge of the position of itself and its one-hop neighbors if a certain edge
belongs to the respective graph. Unfortunately, except for the Gabriel graph
and the relative neighborhood graph, these graphs are not locally computable.
Furthermore, the edges of the planar graphs, the convex subdivisions, and the
triangulation are not necessarily a subset of the edges of the actual network
graph. Links may be arbitrarily long whereas in the actual network topology
the length of the links is restricted to the maximal transmission range. That
means in these classes of graphs, there may exist links over which communica-
tion is not possible because the nodes are too distant from each other. For these
two reasons, the Gabriel and the relative neighborhood graphs are the choice for
practical position-based routing protocols, whereas results on the other graphs
are more of theoretical interest. In view of these considerations, a very impor-
tant result was derived in [34]. It was proven that the intersection of the Gabriel
and the unit disk graph is connected and planar, provided that the unit disk
graph is connected. It even contains the minimum energy path for any path
loss exponent ≥ 2.

Many other graphs were proposed that can be used as underlying graphs
for position-based routing protocols. [35] introduced the restricted Delaunay
graph, where the length of the path between any two nodes is only a constant
times the minimum length possible. If position information about nodes is not
available, [36] proposed an algorithm that allows local construction of a planar
subgraph based on a general order over the neighbors’ link qualities. Similarly,
[37] proposed a topology control algorithm, which does not use actual position
information of nodes, but depends only on directional information.

2.4.2 Mobility Models

Numerous mobility models have been proposed to determine the movement
patterns of nodes. By far the most often used is the random waypoint mobility
model as introduced below. We also describe the restricted random waypoint
mobility model in more detail, which we use in this thesis as well. This model
allows for more realistic movement patterns, taking into account topologies with
highways and cities. A survey including other common mobility models used in
ad-hoc network research can be found in [38, 39].

Random Waypoint Mobility Model

In the random waypoint mobility model, all nodes are randomly placed over
the whole simulation area at the beginning. Each node starts moving to a
randomly selected destination position in the simulation area with a speed uni-
formly distributed in the interval between vmin and vmax. When it arrives at
the destination position, it stops for pause time, chooses a new destination po-
sition and continues as previously described. A common way to control the
mobility, and therefore the rate of topology changes, is by the pause time para-
meter. The longer a node remains static when it reaches one of its destination
positions, the lower the average nodal speed in the network is. It was observed
in [40] however that pause times over 20 s result in a rather stable network with
few link changes per node even at high speeds. Furthermore, these temporar-
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ily static nodes form a backbone-like structure, which can be used for routing.
The protocols only apparently have to deal with highly dynamic topology for
longer pause times. Consequently, we often use only a pause times of 0 s for the
simulations in this thesis in order to have a really challenging scenario.

This simple random waypoint mobility model has also other characteristics
that have to be taken into account. First, the nodes are uniformly distributed at
the beginning over the whole simulation area. With time, the distribution of the
nodes is no longer uniform and the node density is higher in the center than at
the borders. The reason is that nodes move in a straight line to the destination
position often traversing the center if the destination is located in the opposite
half of the simulation area. Secondly, the distribution of the nodes’ speed is
only uniform in the interval [vmin, vmax] at the beginning of the simulation.
With time, more and more nodes move slower and the distribution nodes’ speed
approach a distribution inversely proportional to the speed. As this stationary
distribution of the random waypoint is different from the distribution at the
beginning, the simulations need an initial warm-up phase to reach a stable
state. The duration of this warm-up phase is difficult to predict and depends
on the parameters of the random waypoint mobility model such as pause time,
vmin, vmax, and also the size of the simulation area. Thus, we implemented
the stationary distribution of the random waypoint model as described in [41].
The positions and the speed of the nodes are as in the stationary distribution
right from the beginning and no longer uniform as in the original unmodified
random waypoint mobility model. Furthermore, it was shown in [42] that for a
vmin = 0, the expected average nodal speed approaches 0. Most authors until
now used and unfortunately continue to use vmin = 0. Therefore these results
should be considered with caution. For a long simulation time, the networks
become almost static independent of the chosen vmax.

The random waypoint mobility model is a simple model that allows inves-
tigating how a protocol is affected by mobility in general. However, it is not
appropriate for more realistic network topologies. For example, packets always
can be routed along a roughly straight line from the source to the destination
because there are no voids in the topology. These voids may be caused by
obstacles or areas where no nodes are located thus preventing packets to be
transmitted in this direction. These voids however, are a big challenge for every
routing protocol. Protocols that may perform well with a ”uniform” distribution
of nodes may perform poorly with highly irregular topologies.

Restricted Random Waypoint Mobility Model

To simulate realistically large networks with irregular topologies, we use the
restricted random waypoint mobility model [43]. This model defines rectangular
city areas and highways connecting cities. Node movement within a city is
according to the standard random waypoint mobility model. Nodes move to
one of the cities connected via a highway with a certain probability. The node
speed on the highway is higher than for trips within the same city and also
defined by a minimum and maximum speed. In reality, most people often move
within relatively small geographical areas and only rarely travel long distances
to other cities. On the other hand, some people may travel frequently also over
long distances between cities such as commuters, couriers, and truck drivers.
The restricted random waypoint mobility model tries to capture this behavior
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by introducing two kinds of nodes that correspond to the rarely and frequently
traveling people called ordinary nodes and commuters, respectively. These two
kinds of nodes differ in their frequency to move to another city and their pause
time between the trips. Commuters are also used to cause enough traffic on
the highways and provide connectivity among the cities. In Fig. 2.4, a snapshot
of the restricted random waypoint mobility model with four cities and three
interconnecting highways is shown with a typical node distribution after some
simulation time. In order to route from city 1 to city 4, the packet has to pass
over city 2 and 3 and cannot be routed directly.
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Figure 2.4: Snapshot of restricted random waypoint model

2.4.3 Radio Propagation Models

Network simulators use radio propagation models to calculate the incoming
signal strength at the nodes based on various parameters such as transmission
power, antenna gain, interferences, wavelength, etc. Many different models
have been proposed which differ in their complexity and accuracy. The free
space and the two ray ground models are the most widely applied propagation
models. They are also the simplest ones and always yield isotropic transmission
ranges, i.e., they basically model a unit disk graph. We further describe the
radio irregularity model (RIM) which accounts for real world influences that
can cause transmission ranges to be highly irregular. A survey of various radio
propagation models can be found in [44, 45].

Free Space Model

The free space propagation model assumes that there is only one clear line-of-
sight path between the transmitter and the receiver with a minimal path loss
factor of 2. The following equation as derived in [46] is used to calculate the
received signal power Pr at a distance d from the transmitter

Pr(d) =
PtGtGrλ

2

(4π)2 d2L
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where Pt is the transmitted signal power and λ is the wavelength. Gt and
Gr are the antenna gains of the transmitter and receiver respectively. The
parameter L ≥ 1 is the system loss and generally set to 1. If omnidirectional
antennas are used, Gt and Gr are also set to 1. The transmission radius r is
then simply the distance d at which the received signal power Pr(d) equals the
receiver sensitivity. The receiver sensitivity is the minimum power required to
successfully receive and decode a packet. Nodes within the transmission range
r receive all packets. If the distance d > r, nodes are not able to receive packets
at all.

Two-Ray Ground Reflection Model

The two-ray ground reflection model [47] was introduced to give more accurate
predications at long distances than the free space model. This model considers
not only the signal received along the line-of-sight but also a signal received along
a ground reflection path. The received signal power at distance d is calculated
as

Pr(d) =
PtGtGrh

2
t h

2
r

d4L

where ht and hr are the heights of the transmitting and receiving antennas,
respectively. The two-ray ground reflection model does not give good results
for short distances in the vicinity of the transmitter. Thus, the two-ray ground
reflection model is only used for distances d larger than a threshold distance dt,
while the free space model is used for distances d smaller than dt. At dt, the
two models must yield the some receiving power level Pr(d) for a continuous
transition. This immediately allows the calculation of the threshold distance dt.

dt =
4πhthr

λ

The two-ray ground reflection model also yields a circular transmission range
because the path loss is isotropic, i.e., equal in all directions.

Radio Irregularity Model (RIM)

The radio irregularity model for radio propagation was introduced in [48] and
is based on real world measurements to more accurately model the irregularity
of transmission ranges. RIM is an extension to an underlying radio model and
accounts for main properties of devices and radio signals such as non-isotropic
path losses, continuous variation, and heterogeneous signal sending power. Even
if the transmission range is highly irregular with RIM, the mean power density
at a distance d from the transmitter is the same as in the underlying propagation
model. Two parameters are used in the RIM model. DOI is used to control
the degree of irregularity of the transmission range, while V SP is used for the
variance of sending power at the devices. When these parameters values are
set to 0, the RIM is reduced to the underlying isotropic model. The received
signal power Pr is calculated as follows in decibel notation. In this thesis, we
recalculate the Pr for a node whenever it has moved 50 m to account for the
changed environmental factor.

Pr = PV SP
t − PLDOI
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where PV SP
t and PLDOI are the adjusted sending power and the adjusted path

loss, respectively. PV SP
t is used to account for heterogeneous signal sending

power due to differences in hardware and battery status and is calculated as

PV SP
t = Pt · (1 + rand · V SP )

where Pt is sending power level as used in the underlying propagation model and
rand is a random variable, which follows a normal distribution. The parameter
V SP is defined as the maximum percentage variance of the signal sending power
among different devices.

The adjusted path loss PLDOI is used to reflect the two main properties
of radio irregularity; non-isotropy and continuous variation. The path loss PL
denotes the signal attenuation and is obtained, in decibel notation, from Pt and
Pr as

PL[dB] = Pt[dBm]− Pr[dBm] = 10 log
Pt

Pr

The PLDOI is given by
PLDOI = PL ·Ki

where PL is the path loss as calculated by the underlying propagation model. Ki

are the coefficients to represent the difference in path loss in different directions
and are calculated in the following way

Ki =
{

1 : i = 0
Ki−1 ± rand ·DOI : 0 < i < 360 and i ∈ N

which generates random numbers Ki according to the Weibull distribution,
where rand is a random variable uniformly distributed in the interval [0, 1].
For non integer angles, we interpolate the Ki value based the two adjacent in-
teger angles. Unlike the free space and two ray ground reflection propagation
models, the transmission radius is highly irregular and depends on the direction.
In Fig. 2.5, two typical transmission ranges are depicted for a DOI of 0.01 and
a V SP of 0.5. These are the most extreme values used in [48]. We can see
that the transmission ranges may vary quite a lot among different nodes and
with time. The dotted circles indicate the transmission range of the underlying
isotropic propagation model, i.e., the two-ray ground reflection model in this
case.
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Figure 2.5: Transmission ranges with the RIM model
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Chapter 3

Related Work

3.1 Introduction

In this chapter, we give an overview of the related work important for the work
carried out in this thesis. The chapter is again divided in a way such that each
section correspond to one of the main four chapters of this thesis.

We start by describing current state of the art routing protocols for ad-hoc
networks. The routing protocols can be broadly classified in two categories,
namely topology-based and position-based protocols. Topology-based proto-
cols use routing tables and information about available links to forward packets
based on the destination address. Since topology-based protocols are not subject
of this thesis, only the most well-known topology-based routing are presented
in Section 3.2. Position-based routing protocols, on the other hand, use the
nodes’ geographical positions to make forwarding decisions. Packets are sent
to a neighboring node, which reduces the distance to the destination. Nodes
progressively forward the packets from one neighbor to the next until the pack-
ets reach the destination. We give a comprehensive overview of the applied
concepts in position-based routing protocols and describe explicitly some of the
more relevant protocols in Section 3.3. In Section 3.4, we describe related work
that addresses drawbacks of link-incidents and beaconing on routing protocols,
and ways to alleviate their impact, e.g., by selecting reliable neighbors, intro-
ducing new metrics, or proactively repairing existing paths. Since no standard
broadcast protocol has yet emerged for ad-hoc networks, we give a rather broad
overview over all kinds of broadcast protocols in Section 3.5. In Section 3.6, we
describe the paradigm of ant colony optimization and how it is applied to rout-
ing in fixed wired networks. Then, we discuss ant-based routing protocols for
ad-hoc networks, which have been proposed only recently. Finally, Section 3.7
concludes this chapter and summarizes the main results.
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3.2 Topology-based Routing Protocols for Ad-
hoc Networks

3.2.1 Introduction

Topology-based routing protocols make use of information about available links
between nodes. This information is then used by the nodes to forward packets.
A tremendous number of topology-based protocols have been proposed and thus
it is not surprising that taxonomies to categorize them have also been discussed.
The perhaps most often employed taxonomy is the classification in proactive,
reactive protocols, and hybrid protocols. In proactive protocols, nodes in the
network periodically refresh routing information so that nodes have consistent
and up-to-date information from each node to every other node in the network at
all times. On the other hand, reactive protocols only acquire routes on demand.
If a node has to send a packet and does not know a path to the destination, it
triggers a route discovery mechanism. Currently, the ”Mobile Ad-hoc Network
(manet)” working group within the Internet Engineering Task Force IETF [1]
is about to standardize two routing protocols, a Reactive MANET Protocol
(RMP) and a Proactive MANET Protocol (PMP), using mature components
from previous work on reactive and proactive protocols. Hybrid routing proto-
cols employ proactive and reactive concepts for routing within a local and more
global scope, respectively. An overview of topology-based protocols and other
classifications can be found in [49, 50, 51].

3.2.2 Proactive Routing Protocols

In proactive protocols, routes are maintained between host pairs at all times by
exchanging route information periodically or each time a change occurs in the
network topology. Therefore routes are immediately available if a packet needs
to be sent. A shortcoming is the maintenance of unused paths causing large
overhead, which wastes scarce network resources. Other issues are scalability
and the time required for the algorithms to converge in case of frequent topology
changes.

Traditional link-state and distance vector-protocols fall into this category,
such as OSPF [25] and RIP [24]. However, these protocols are not designed for
the encountered characteristics in ad-hoc networks. Already small inaccuracies
in the routing tables can cause disconnections or loops. Furthermore, if topol-
ogy changes frequently, a storm of link status change messages and triggered
updates rises for OSPF and RIP, respectively. In the following sections, we
describe in more detail the two proactive protocols for ad-hoc networks, which
were upgraded to RFC-status. Other well-known proactive protocols are, e.g.,
DSDV [52], WRP [53], FSR [54], CGSR [55], and STAR [56].

Optimized Link State Routing (OLSR)

The optimized link state protocol OLSR was proposed in [57] (RFC 3626 [58]).
OLSR is a variant of the classical link state protocols with optimizations to
meet the requirements of ad-hoc networks. The main difference to traditional
link-state protocols is the concept of multipoint relays MPRs, which aims at
efficiently distributing topology information by reducing the number of required
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link-state packets. MPRs are a minimal set of one-hop neighbors such that all
two-hop neighbors are reachable through these MPRs. Broadcast messages are
only forwarded by MPRs. This reduces not only the number of transmissions
for topology information broadcasts, but also reduces the size of the broadcast
packets, since nodes only need to list their MPRs in the link-state messages.
OLSR basically consists of three phases; neighbor sensing based on periodic
exchange of hello messages, efficient flooding of control traffic using the MPRs,
and computation of an optimal route using a shortest-path algorithm.

Topology Broadcast based on Reverse-Path Forwarding (TBRPF)

In [59], Topology Broadcast based on Reverse-Path Forwarding (TBRPF) was
described (RFC 3684 [60]) that is similar to OLSR. The main difference to OLSR
is that OLSR supports only source trees to its two hop neighbors whereas in
TBRPF each node computes a source tree, which provides paths to all reachable
nodes. Each node periodically broadcasts part of its source tree to its neighbors
as an update. These updates are not further forwarded but may cause a change
in the receiving node’s source tree that is again propagated in the next update
message. Differential updates are used to minimize the overhead. Neighbor
sensing is done with hello messages, which are broadcasted to inform about
changes in the neighborhood topology. Each node is also able to report addi-
tional topology information to improve robustness in order to support highly
mobile networks.

3.2.3 Reactive Protocols

In reactive protocols, the computation of a path is performed only on-demand.
The source initiates route discovery when a path to the destination is needed in
order to transmit user data. The advantages of reactive protocols are the power
and bandwidth efficiency compared to proactive protocols. However, this point
has to be reconsidered because results in [61, 62] indicate that battery power
consumption is about the same for proactive and reactive protocols. This is due
to the fact that just listening to the medium is almost as costly as receiving
a packet with today’s devices. The main drawback is the long latency until a
route is acquired and established between source and destination. We briefly
summarize the reactive protocols AODV, which already has RFC-status, and
DSR, which is expected soon to be upgraded to RFC-status. Other reactive
protocol include TORA [63], ABR [64], FRESH [65], OLIVE [66].

Ad-hoc On-Demand Distance Vector (AODV) Routing

AODV was proposed in [67] (RFC 3561 [68]). When a node has to send a packet
to a destination for which it does not have a valid route, the node broadcasts
a route request message. Each node forwards the route request message and
caches the node from which it received the message. If the destination receives a
route request message, it sends a route reply back to the originator of the request
message establishing a bidirectional route between source and destination node.
Consequently, nodes are not aware of the whole path, but only of the immediate
next hop towards the destination and the source. Intermediate nodes may also
generate a route reply message if they know a route to the destination. Route
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Error messages are used to notify other nodes of link breaks in existing routes.
AODV uses the concept of sequence numbers to avoid the formation of loops.
Each destination includes a monotonically increasing sequence number with each
route information it send to a requesting node. A node that has two different
routes to a destination always has to use the one with the larger sequence
number.

Dynamic Source Routing Protocol (DSR)

The Dynamic Source Routing Protocol (DSR) [69] is currently available as an
Internet draft, but is expected to become an RFC later. DSR uses explicit source
routing in which each data packet has in its header a complete list of all inter-
mediate nodes to the destination. DSR is composed of two main mechanisms.
In route discovery, a node, which attempts to send a packet to a destination
and does not know a route, broadcasts a route request packet. Each node that
forwards this packet adds its own address to the header. If the destination re-
ceives the route request, it sends back a route reply packet containing a copy
of the accumulated route along the reverse direction of the path over which the
route request arrived. Thus, each node forwarding this reply packet is aware
of the whole path from the source to the destination. Nodes cache the route
information from each packet they overhear. Intermediate nodes may also reply
to a route request if they know a route to the destination. Route maintenance
is used to detect if a link along a route is broken. When route maintenance
indicates that a route is broken, the source node can either use another route it
knows or invoke route discovery again.

3.2.4 Hybrid Protocols

Hybrid protocols apply principles of proactive routing for the local neighbor-
hood and reactive routing for distant nodes, respectively, for the following two
reasons. First, changes in the topology are only important for nodes close-by
and have little impact on nodes on the other side of the network. Secondly,
most communication takes places between nodes which are close to each other.
We briefly describe perhaps the most well-known hybrid protocol ZRP, which
was available as an Internet Draft [70] and is planned to be proposed as RFC.
Other hybrid protocols include SHARP [71] and LANMAR [72].

Zone Routing Protocol (ZRP)

ZRP [73] is not really a routing protocol per se, but rather a framework for
hybrid routing. It is composed of the Intrazone Routing Protocol (IARP [74]),
the Interzone Routing Protocol (IERP [75]), and the Bordercast Resolution
Protocol (BRP [76]), where the intrazone and interzone routing protcols can
basically be any proactive and reactive routing protocol, respectively. Each node
defines its zone as all nodes that are within a certain number of hops, called
zone radius. The intrazone routing protocol is used by a node to communicate
with the nodes in its zone whereas interzone routing protocol is applied to detect
routes to nodes in other zones. If a node requests a route to a distant node, a
route request is issued and forwarded by the border resolution protocol. This
protocol optimizes the forwarding of the request by making use of the fact that
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nodes have knowledge of the nodes in their zones. When a node receives a
request for a destination, it first checks if the destination is located within its
zone. If not, the node forwards the route request but only to its peripheral
node by using the border resolution protocol, i.e., the nodes that are at the
border of its zone, which have a minimal hop count equal to the zone radius
from the current node. Lately, the authors of ZRP proposed the Independent
Zone Routing (IZR) [77], an enhancement of the ZRP framework, which allows
adaptive and distributed configuration for the optimal size of each node’s routing
zone radius on a per-node basis.

3.3 Position-based Routing Protocols for Ad-hoc
Networks

3.3.1 Introduction

Position-based routing protocols forward packets based on the nodes’ physical
locations. Forwarding decisions are based solely on the position of the current
node, the positions of neighboring nodes, and the position of the destination.
A node that wants to forward a packet to a destination node chooses one of
its neighbors as a next hop according to some criterion like the one closest to
the destination. When the packet reaches a dead end where this simple greedy
routing fails, a recovery mechanism is applied. Unlike topology-based proto-
cols, position-based protocols require only little control traffic and are nearly
stateless. Position-based routing protocols do not require the establishment or
maintenance of routes and thus eliminate the overhead of frequent topology
updates and route acquisitions of topology-based routing protocols. For these
reasons, they are generally considered as scalable and more robust to changes
in the network topology than topology-based protocols. Assuming that location
information is available, these characteristics make them a preferred choice for
large and highly dynamic networks

Many position-based routing protocols have been proposed in the literature.
Unlike topology-based protocols, only very few taxonomies for position-based
routing protocols have been proposed and none of these are widely accepted.
We start by describing how position information can be acquired in ad-hoc
networks by the nodes. Then, we summarize basic concepts applied in position-
based routing algorithms and briefly describe several protocols based on these
concepts. In a next section, we describe in more detail the two most relevant
routing protocols for our work. At the end, we discuss the main advantages and
shortcomings of position-based routing protocols. Surveys of position-based
routing protocols can be found in [78, 79, 80, 81].

3.3.2 Positioning

Position-based routing protocols require very little position information about
the network to forward packets; namely knowledge of the position of the current
node, the destination, and the neighbors is needed.

1. Current Node: The position of the current node can be provided in
several ways. The most common and easiest way relies on GPS [82] or its
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European counterpart Galileo [83] to provide location information. The
availability of small and cheap GPS receivers that operate on low power
provide justification for applying position-based routing in ad-hoc net-
works. Even sensor nodes equipped with GPS receivers are now avail-
able [84]. GPS and Galileo allow nodes to determine longitude, latitude,
and altitude with a certain degree of accuracy. For reasons of simplicity we
do not consider the altitude in this thesis, i.e., nodes are located in a two-
dimensional plane. We assume an isotropic transmission range with radius
r. The accuracy depends on the number of satellites in the line-of-sight of
the node and commonly is in the range of some few meters. Furthermore,
GPS-technology allows nodes to be synchronized as they can determine
the time with an accuracy in the order of 200 ns. Differential GPS [85]
can be used for more accurate positioning in the order of centimeters.

However, in several scenarios, nodes may not be able to receive GPS-
signal or are simply not equipped with GPS-receivers. For such scenar-
ios, many approaches have been proposed to provide relative positions of
nodes. They either use received signal strength together with the time of
arrival [86], the time difference of arrival [87], or the angle of arrival [88]
to estimate nodes’ positions. Other methods of determining a node’s po-
sition are based on radio-location [89] or hello messages from an available
fixed infrastructure [90]. Furthermore, several hybrid schemes have been
proposed [91] where only a few designated nodes are aware of their po-
sitions and all other nodes derive their positions by taking into account
the hop count to the designated nodes. Routing without absolute location
information has become a hot topic recently, where each node computes
its virtual position relative to some other nodes, e.g. [92, 93, 94, 95, 96].

2. Neighbors: The positions of the neighboring nodes are obtained through
beacons broadcasted periodically by every node. Beacons are small hello
packets containing information about the node’s current position. Nodes
keep track of the positions of other nodes and update their neighbor tables
upon receiving a beacon. If a node does not receive a beacon from a
specific node within a certain period of time, it assumes that the neighbor
is no longer available and removes this node from the neighbor table. The
reasons can be manifold such as mobility, sleep cycles, interferences with
other transmitting nodes, power switch off, adjustment of transmission
and reception parameters, failure.

3. Destination: Source nodes are assumed to be able to determine the
position of the destination nodes. The source nodes then tag the packets
with the destination coordinates. Consequently, all nodes receiving these
packets are aware of the coordinates to which the packet has to be sent
as well. In this thesis, we limit our focus on position-based routing and
simply assume that the location of the destination is known by any means.
In some networks and for some applications, the position or direction of
the destination may be known in advance or may be given implicitly.
For example in vehicular ad-hoc networks, the message may be routed
back along the street to alert other drivers of an incident on the road.
Sensor networks are typically concerned with events associated with a
geographical location and data requests are sent to nodes within a certain

29



area. Sensor nodes then forward their collected data to a sink. For ad-
hoc networks where the position of the destination is not given a priori or
inherently, the position can be determined through any location service
such as VHR [97], GLS [98], GRSS [99],[100],[101], [102]. A comprehensive
survey of location services for ad-hoc networks can be found in [103].

3.3.3 Basic Concepts

In the following, we discuss routing concepts proposed in related work, which
show different properties on different kind of network graphs, cf. Section 2.4.1.
We say that a graph defeats a routing algorithm if there exists a source and des-
tination pair such that a packet never reaches the destination when beginning
at the source. Otherwise the algorithm works for this kind of graph. In ran-
domized algorithms, a neighboring node is chosen randomly among all possible
neighbor candidates.

Basic Loop-free Algorithms

We first discuss basic routing strategies that are inherently loop-free. Many
algorithms have been proposed based on the notion of progress which was in-
troduced in [104, 29, 105]. Progress is defined as the projection of the distance
traveled over the last hop from P to any node A onto the line from P to the
final destination D. We speak of forward progress, if the projection of the re-
ceiving node is closer to the destination than the previous node (A′, B′, C ′

in Fig. 3.1). Conversely, we speak of negative progress if the distance to the
destination becomes larger (E′). In [105], Most Forward within Radius (MFR)
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Figure 3.1: Forwarding strategies

was introduced to minimize the number of hops. A node forwards the packet to
the node among its neighbors with the largest progress (A in Fig. 3.1). Instead
of using the progress as the decision criterion for choosing the next hop, [106]
applied a greedy principle where the node closest to the destination (CTD) is
chosen as the next hop (node B). This forwarding strategy minimizes the trav-
elled Euclidean distance of a packet. Under the assumption that nodes are able
to adjust their transmission power, Nearest with Forward Progress (NFP) was
proposed in [29] in order to minimize the interference with other nodes and
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the overall power consumption (node C). Similarly [30] proposed to forward
packets to the nearest node among the neighboring nodes which is closer to the
destination. It was shown in [107] that the greedy forwarding strategies based
on progress (MFR) or its complement based on distances (CTD) yield in most
cases the same path to the destination and only differ slightly. Therefore, we
refer to both strategies as greedy forwarding for simplicity reasons.

These simple greedy algorithms are most efficiently if a direct path along a
line-of-sight between the source and the destination exists, i.e., they can also
operate efficiently for all network graphs, in particular on the unit disk graph. A
further advantage is that these algorithms are inherently loop-free. This comes
at the cost that they are also defeated by any kind of network graph because
they cannot recover from local minimums, namely in cases where no neighboring
node has forward progress or is closer to the destination. For example in Fig. 3.2,
there exists a path from P to D but since no node within the transmission range
of P has forward progress or is closer to the destination, the packet reached a
local minimum and cannot be routed further.

C

B

A

DP

Figure 3.2: Simple network graph defeating MFR and CTD

Basic Non loop-free Algorithms

Other basic routing algorithms not making use of the notion of progress prevent
a packet from reaching a local minimum and cannot be further forwarded. On
the other hand, they do no longer guarantee loop-freedom for unit disk graphs
but only for certain kinds of subgraphs of the network graph, e.g., the Gabriel
graph. That means that not all available links can be used for forwarding.

Compass Routing was introduced in [108], in which a node forwards a packet
to the neighboring node minimizing the angle between itself, the previous node,
and the destination (e.g., node B in Fig. 3.1). It was shown in [109] that
this protocol does not guarantee loop-freedom for unit disk graphs but only on
Delaunay triangulations. In Fig. 3.3, a convex subdivision is depicted, but since
this is not a Delaunay triangulation a packet can get trapped in a loop if sent
from node P towards node D. P forwards the packet to node A minimizing the
angle to node D. A in turn forwards the packet to B, which again minimizes
the angle to node D. The packet continues to travel on the outer faces of the
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graph, eventually arriving again at node P .

D
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A
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Figure 3.3: Triangulation defeating compass routing

In the routing algorithm of [108], the packet is sent to that neighboring
node which is closest to the destination. A node can always forward a packet,
however the algorithm does not prevent packets from looping. Consider the
network graph in Fig. 3.4 where the packet is sent from P to A and back to
P . Note that the circle does not indicate the transmission range but shows the
distances of the different nodes to the destination D. It was shown that this
routing algorithm works also on Delaunay triangulations.

D

C
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B

P

Figure 3.4: Triangulation defeating closest to destination algorithm

Variations of the Basic Algorithms

Many variations, extensions, and combinations of these basic loop-free and non
loop-free forwarding strategies have been proposed. We will briefly describe
some of them.

In the Random Progress Method (RPM) introduced in [104], any node
among the neighbors with forward progress is chosen with equal probability
as the next hop. [110] proposed to drop a packet if the best choice for a current
node is to return the packet to the node from which it was received. Randomized
compass routing chooses randomly from the two neighboring nodes minimizing
the angle between itself, the previous node, and the destination in clockwise and
counterclockwise order. In greedy compass routing, the node among these two
nodes is selected that minimizes the distance to the destination. Randomized
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compass routing [108] and greedy compass [109] routing were proven to work
for all convex subdivisions and all triangulations, respectively.

In [107] extended knowledge of the neighborhood was used including all one-
and two-hop neighbors. A node selects the best candidate node among its one-
hop and two-hop neighbors according to the respective criterion. The message
is then forwarded to the best one-hop neighbor, which is also a neighbor of the
candidate node. Analogously, it was proposed in [57] to extend the knowledge
of the neighborhood to more than just the one-hop neighbors, resulting in more
optimal routing decisions. [111] proposed to memorize past traffic so that a
message is not forwarded twice to the same neighbor. This prevents packets
from loops and allows protocols to recover from local minima. In order to detect
loops, it is often proposed to store the previous nodes in the packet header in
order to avoid a packet being sent back to one of these nodes. The size of packets
is increased with each hop to store the followed path. The problem of looping
is only solved partially since loops may consist of arbitrary number of hops as
it is shown in [108]. Therefore, an ”infinite” amount of memory is required to
store all previously visited nodes in the header of a packet in order to prevent
loops in all cases.

Face Routing

In the seminal work of [112], the concept of face routing was introduced. Face
routing works for any planar graph. If combined with a planarization algorithm
such as for the Gabriel graph, face routing works for any network graph, i.e., in
particular the unit disk graph. The concept of face routing has become the basis
of many other position-based routing protocols. The idea is based on the famous
right-hand rule to find a way out of a maze. This rule states that when arriving
at node A from node B, the next edge traversed is the next one sequentially
counterclockwise from the edge connecting A and B. Consequently, the right-
hand rule traverses the interior of a face in clockwise edge order. Analogously,
an exterior face is traversed in counterclockwise edge order.

The face routing algorithm starts at P in Fig. 3.5 and determines the face
F0 incident to P intersected by the line segment PD joining P and D. Then
the algorithm starts exploring the edges of this face in clockwise order by the
right-hand rule and keeps track of edges traversed that intersect with PD. Upon
returning to P , the algorithm returns to the intersection closest to the desti-
nation travelling again along the boundary of the face. The two phases are
marked with ”Exploring” and ”Forwarding” arrows, respectively. At this point,
face routing switches to the face F1 of the geometric graph and starts traversing
the second face. This process is repeated until the destination is reached.

Algorithms Based on Face Routing

In [112], it was also proposed to switch to the next face at the first intersection
found at the boundary of the face. This eliminates the need to completely tra-
verse the face before deciding where to switch faces. However, it was also shown
that this variant of face routing only works loop-free on convex subdivisions.
As face routing is not average case efficient, GFG was presented in [34, 113]
and combines face and greedy routing. Greedy routing, where packets are for-
warded to the neighbor closest to the destination, is applied as long as there
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Figure 3.5: Routing on faces

is any neighboring node closer to the destination than the current node. Face
routing is only applied if the packet can no longer be forwarded with greedy
routing. GFG uses the face routing variant where faces are switched at the first
encountered intersection. In [114] it was proposed to forward packets with GFG
only to neighbors belonging to a connected dominating set to reduce the average
hop-count. AFR was proposed in [115], which further optimizes face routing,
i.e., reduces the number of hops. It avoids routing beyond a certain radius
by branching the graph within an ellipse of exponentially growing size. It was
shown that AFR is asymptotically worst-case optimal. An extensive compari-
son of different combinations of face, greedy, and adaptive face routing was done
in [116]. They showed that if AFR does not use the original face routing algo-
rithm, but the ”first intersection” variant, it looses it’s asymptotical optimality.
The same holds true if AFR is combined with greedy routing. The authors were
able to restore the asymptotically optimal behavior by a minor modification to
the original face routing algorithms. Instead of switching to the next face at the
closest intersection point, it switches faces at the point on the face closest to
the destination. The combination with greedy routing GOAFR [116] retains the
same asymptotical optimality, but is also average case efficient. GOAFR+ was
introduced in [117], which allows dropping the requirement on network graphs
for GOAFR that any two nodes may not be closer than a fixed constant.

Other Position-based Algorithms

There have been many other complex position-based routing algorithms pro-
posed which are not based on the concept of face routing. In EASE [118], each
node caches all positions of previously seen nodes and associates a time-stamp
with these positions. A node consults its cache to obtain estimates of the des-
tination’s current location. As a packet travels towards its destination, each
intermediate node is able to successively improve the estimation of the destina-
tion’s precise location. In GRA [119], each node does not only have knowledge
of its neighbors, but also stores the positions of all other nodes it is aware of,
together with the next hop to reach these nodes. When a packet is received,
the packet is forwarded to the node that is closest to the destination node’s po-
sition. Especially tailored for routing in sensor networks, [120] proposed a new
paradigm to perform distributed monitoring of the environment called ”directed
diffusion”. Nodes are application aware and data is named, thus, the caching
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and processing of data can be performed in the network. A further well-known
protocol is DREAM [121]. Unlike other position-based algorithm, DREAM in
includes a location service in order to determine the position of destination.
Each node proactively disseminates its location through the network where the
frequency and the number of hops over which the packet will be transmitted
depends on the speed of the node and the distances to the other nodes. If a
node has a packet to transmit and is far away, it still knows the destination’s
approximate position, and broadcasts the packet. All neighbors within a cer-
tain directional range towards the destination forward the packet further. As
the packet travels closer to the destination, intermediate nodes which have more
recent information about the position of the destination ensure that eventually
the packet can be delivered. LAR as proposed in [122] is not a position-based
routing protocol as defined above, however, it also uses position information and
is therefore described in this section. LAR is similar to the topology-based pro-
tocol DSR [69] and uses a route request mechanism to discovers a source route
to the destination. LAR makes use of location information only to reduce the
flooding of the route request packets. A node requesting a path to a destination
may have information about previous positions of the destination and thus can
estimate the area within which the destination is currently located, called the
expected zone. The source node determines the request zone which is an area
that includes itself and the expected zone. Only nodes within the request zone
forward a route request.

Limitation of Position-based Routing

A very important general result on position-based routing algorithms was given
in [109]. The authors showed that no deterministic stateless routing algorithm
works for all convex subdivisions. In [115], it was proven that any position-based
routing algorithm has expected cost of at least the square of the best route’s
cost. These two results provide some theoretical boundaries for the design of
position-based routing algorithms.

3.3.4 Examples of Position-based Routing Protocols

We briefly discuss the two most relevant routing protocols for our thesis in more
detail, namely GFG/GPSR [34, 123] and Terminode routing [43]. GFG/GPSR
is used as the representative for position-based routing protocols in Chapter 4
to study the impact of beaconing. Furthermore, we also used GFG/GPSR in
Chapters 5 and 7 for comparison with the performance of BLR in Chapter 5
and AMRA in Chapter 7. We used GFG/GPSR because it is appropriate for
the scenarios we investigated. Although more advanced position-based routing
protocols exists, they may incorporate features that could be incorporated in
the proposed protocols as well. Furthermore, the performance gain of these
other protocols may be limited or may be restricted to certain scenarios only,
not relevant for this thesis. Terminodes is used for comparison in Chapter 7
as it is to the best of our knowledge the only position-based protocol with the
same objective as AMRA, namely to not route packets directly towards the
destination, if not possible, and avoid that greedy routing fails in the first place.
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Greedy and Face Routing (GFG/GPSR)

Perhaps the most cited position-based routing protocols is GPSR [123] which is
basically only an extension of GFG [34] with MAC layer enhancements however.
Thus in the following we refer to these algorithms together as GFG/GPSR. A
packet is routed in a greedy manner towards the position of the destination.
Each node selects the node among all its neighbors that is geographically clos-
est to the packet’s destination. This process is repeated until the packet reaches
the destination. If a node does not have any neighbor closer to the destination,
it enters recovery mode, called perimeter mode in [123]. The packet is routed
according to the right-hand rule on the faces of a locally extracted planar sub-
graph, namely the Gabriel graph, to avoid loops and to recover from this local
minimum. As soon as the packet arrives at a node closer to the destination than
where it entered the recovery mode, the packet switches back to greedy routing.
It was shown that GFG/GPSR guarantees delivery for static and connected
networks. However, if nodes are mobile, packets may still loop in the network.
In Fig. 3.6, the packet is first routed in greedy mode to node X, which has no
closer neighbor within transmission range to destination D, and enters recovery
mode. At node Z, the packet is again routed in greedy mode.

Transmission Range

Perimeter Routing

Greedy Routing

Z

Y

DX

Figure 3.6: Greedy and perimeter routing

The following practical mechanisms were proposed in [123]. Beacons are
transmitted at an interval of 1.5 s. A node removes a node from its neighbor
table, when it did not receive a beacon for 6.75 s, i.e., if it has missed more than
four consecutive beacons. The beacons are randomly jittered by 50% of the
beacon interval, in order to avoid possible synchronization of beacons between
neighboring nodes [124]. Furthermore, some changes are implemented in the
MAC layer to optimize and make IEEE 802.11b [11] more robust in mobile
scenarios. If a packet cannot be delivered on the MAC layer within the maximum
number of retransmissions to the next hop, normally seven retransmissions with
IEEE 802.11, the following operations are triggered. The unreachable node is
removed from the neighbor table and all further packets with the same next
hop already in the queue of the MAC-interface are passed back to the routing
protocol. Finally, nodes operate in promiscuous listening mode to receive all
packets, which allows piggy-backing beacons on data packets.
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Terminode Routing

Terminode routing was proposed in [43, 125] and consists of Terminode Remote
Routing (TRR) and Terminode Local Routing (TLR), which are position- and
topology-based protocols, respectively. In order to optimize routing in case
of voids in the network topology, TRR finds a list of anchors points. The
data packets are routed basically with GFG/GPSR over these anchor points to
the destination circumventing voids. TRR employs the Friend Assisted Path
Discovery (FAPD) to discover a loose source path route consisting of several
intermediate anchor points, i.e., geographical positions. Each node maintains
a list of nodes, called friends, to which it maintains a good path. These nodes
do not need to be in the vicinity. They can even be distributed all over the
network. To find an anchored path to the destination, a node asks its friends
which in turn ask their friends and so on. FAPD makes use of the concept of
small world graphs [126]. Small world graphs are sparse, clustered, and have a
small diameter as long links exists between the clusters.

To best of our knowledge, Terminodes Routing [43] is the only position-based
routing protocol that not always forwards packets in a greedy manner directly
towards the destination, but allows forwarding them along an anchored path not
along the line-of-sight to the destination. Basically, data packets are routed by
GFG/GPSR towards the coordinates of the first anchor. After having arrived
approximately at these coordinates, the packet is routed to the second anchor
point and so on. After the last anchor, the packet is routed to the position
of the destination. In Fig. 3.7, to route a packet initially towards D may be
suboptimal because a direct path does not exist due to an obstacle in-between.
Thus, node S sends the packet first to anchor point AP1. At AP1 the packet
is redirected towards AP2 and then finally to the destination D.

D

S

AP1
AP2

Void

Figure 3.7: TRR with anchor points

If a packet is close to the destination, the packet is routed with TLR. TLR
is used to deal with inaccurate position information of the destination because
the destination may have moved since the last location update. Each node pe-
riodically broadcasts a hello message and includes its one-hop neighbors. Con-
sequently, each node is aware of its two hop neighborhood and a data packet
can still be delivered if the destination node has not moved too far away.
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3.3.5 Discussion

Unfortunately, no comprehensive comparison studies for position- and topology-
based routing protocols have been performed yet. We can find results where
position- and topology-based routing protocols were simulated in [127, 128, 129,
123] and surveys on position-based routing protocols in general in [78, 79, 80,
81]. We briefly list some of the discovered advantages of position-based routing
protocols over topology-based routing.

• The number of routing control messages can be reduced significantly which
leaves more resources for data traffic. In most protocols the only control
traffic are the broadcasted beacons.

• Each node has to store only little information about the network. Basi-
cally, it only needs to maintain a list of all its neighbors.

• The risk that stored information becomes stale is reduced since nodes are
almost state-less. Stale routing information is in the best case useless or
in worse cases can cause wrong routing decisions and loops.

• Position-based routing naturally supports geocasting, which is important
for several applications in sensor and vehicular ad-hoc networks.

Even though position-based routing protocols have many advantages and are
superior to topology-based protocols for many scenarios, they also suffer from
several drawbacks. The first two drawbacks in the following list are similar to
drawbacks encountered in topology-based protocols. The reason is that position-
based routing protocols reduce, but do not completely eliminate the proactive
control traffic and the statefulness. The third to seventh listed drawbacks are
caused by the way position-based routing protocols forward packets and do not
exist in topology-based protocols.

1. Position-based routing protocols require the proactive transmission of hello
messages, which not only wastes scarce battery power, but also interferes
with regular data transmissions. Data packets are destroyed and need
to be retransmitted, consuming even more battery power, reducing the
capacity of the network, and introducing additional delay.

2. Even though the protocols are often claimed to be nearly stateless, nodes
must store local information about the network, namely the positions of
their neighboring nodes. This information may become outdated and in-
accurate because of mobility, or nodes toggling between active and sleep
modes. Stale neighbor information leads to wrong routing decisions as
packets may be forwarded to unreachable neighbors.

3. Routing a packet along the line-of-sight between the source and destination
may often not be possible in realistic networks. In such scenarios, the
performance of position-based routing protocols may degrade severely as
greedy routing fails and a recovery mechanism has to be applied. The
followed path may then be very suboptimal as shown in an example in
Fig. 3.8.

4. Each packet is sent completely independent of all others, e.g., if greedy
routing fails and packets are forwarded in recovery mode along a very long
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Figure 3.8: Suboptimal path taken by position-based routing protocol

path even though a much shorter exists, all subsequent packets will follow
the longer path. The protocols have no way to adapt and to learn from
experience.

5. Packets are routed based solely on location information and other criteria
such as delay, link capacity, and current traffic load are not taken into
account. Even when routing along a straight line to the destination is
possible, it may be advantageous to take another path to avoid areas with
congestion and high delays.

6. The recovery mode, in order to guarantee loop-freedom, does not make use
of all available links. More precisely, packets are sent to close neighbors
instead of the far neighbors as chosen by greedy routing which increases
the hop count, thus, also the delay, which in turn increases the congestion
in the network.

7. Even though, the recovery mechanism provides loop-freedom in static net-
work, it does not for mobile networks. In highly dynamic networks, a large
fraction of the packets are dropped due to loops in the recovery mode.
Looping packets also have an indirect impact on other packets as they
may congested the network.

We can conclude that basically all these drawbacks exist also in the protocols
described in this section such as GFG/GPSR and the Terminode routing pro-
tocol. There is only one exception. Termionde routing does not suffer from the
third drawback as it avoids to route in direction with no connectivity. However,
we also have notice that many of these drawbacks only apply for certain kind
of ad-hoc networks and may be completely negligible in others.

3.3.6 Beacon-Less Protocols

Three position-based routing protocols, similar to the BLR protocol proposed
in Chapter 6, have been independently developed and almost simultaneously
published in three other papers [130, 131, 132]. In their work, the authors
focussed on different aspects. [130] considered wireless sensor networks and how
routing protocols are influenced by nodes toggling between active/sleep modes
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to conserve energy. Their routing algorithm applies a cross-layer design and is
incorporated with the DCF of IEEE 802.11 [11]. Similarly, [131] also proposed
to incorporate the routing protocol and the MAC layer. Furthermore, they
analyzed the behavior and performance of their routing protocol in vehicular
ad-hoc networks by accounting for realistic movement patterns of vehicles on
a highway. An in-depth analytical analysis of the multihop and of the energy
and latency performance was conducted in [132] and the companion paper [133],
respectively.

3.4 Link Incidents and Beaconing

One of the main characteristics of ad-hoc networks is the constant and often
unpredictable changing network topology. New links may appear if two nodes
move into each other’s transmission range, or existing links may break if nodes
are no longer within transmission range. Furthermore, sleep cycles of nodes,
interferences, and other factors may also cause link incidents. In topology-
based protocols, broken links cause existing routes to fail which then must be
reestablished causing additional transmissions and introducing delay. For very
large and dynamic networks, communication may become almost impossible.

One of the main advantages of position-based routing protocols is that no
paths are established, thus, no paths can fail. When a neighbor becomes un-
reachable, a node simply forwards the packet to another neighbor. Thus, link
breaks can be repaired completely locally without causing any transmissions or
affecting other nodes. Even if link breaks do not have such severe consequences
as in topology-based protocols, they still can have a major impact on the per-
formance of position-based protocols. The reason is due to the difference of the
perceived topology and the actual physical network topology. A node stores all
its neighbors in a table, i.e., all nodes from which it received beacons. Beacons
are broadcasted at periodical intervals, known as beacon-intervals, and a node
assumes that a neighbor is no longer within transmission range when it did
not receive a beacon from this specific node for a certain interval, called the
neighbor time-out interval. This neighbor time-out interval is a major cause for
the difference between the perceived and the physical topology. A node may
assume that a neighbor is still within transmission range as long it is listed in
its neighbor table even though the node may no longer be reachable. Whenever
an unreachable node is selected as a next hop, the packet cannot be delivered
and has to be rerouted to another neighbor. More inaccurate neighbor tables
cause more overhead as delivery to the next hop fails more frequently.

To the best of our knowledge, practically no work has yet been done in the
area of neighbor table accuracy and beaconing optimization for position-based
routing protocols. Thus, the related work in this section is only loosely related
to the subject of this thesis, i.e., position-based protocols. In a first step, we
discuss approaches for topology-based protocols that deal with link incidents
and ways to predict and prevent them. Afterwards, we briefly mention other
approaches that are in some ways related to beaconing.

Several approaches are described in the literature to mitigate the drawbacks
of link incidents for topology-based protocols. AODV [67] implements a local
route repair mechanism, which aims to replace a particular broken link with
an alternate path between the two nodes minimizing the latency and induced
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routing overhead of link incidents. To avoid complete disruption of communi-
cation, [134] investigated the expected lifetime of routes in order to reschedule
the route discovery before actual link breakage. Unlike these protocols, several
other protocols were proposed, which take the stability of links and paths into
account to minimize the number of link incidents in the first place. In [64], the
lifetime of a link is taken into account during route discovery, whereas [135] also
considers feedback from the link layer about signal strength as primary routing
metric. In [136, 137, 138] results from analytical derivations and observations
made by simulations are used to design new routing metrics which favor more
stable paths. Based on link availability estimations, a metric for path selection
in terms of reliability and resilience is introduced in [139] and refined in [140].
If nodes are equipped with GPS receivers or any other technology that provides
absolute or relative positions of nodes, information about the velocity and di-
rection are also often known. This information can be utilized to estimate the
expiration time of a link and to reconfigure routes timely as proposed in [141].
Unlike [141], where GPS-information is only applied to maintain routes, [142]
additionally makes use of location information in the routing decision itself
to establish paths in a depth-first search way. In [143], factors that influence
the utility of hello messages were studied for determining link connectivity in
topology-based protocols.

Unlike topology-based protocols, almost no research has been performed on
link incidents and inaccurate neighbor tables in position-based routing proto-
cols. To the best of our knowledge, the only exception is GPSR [123], where
the authors compared the packet delivery ratio and routing overhead for dif-
ferent time intervals between beacons. The transmission of beacons may be
considered as simple database updates at neighboring nodes. Even though bea-
coning was not explicitly studied, the determination of the ”best” time when to
update information stored at distant databases was studied in other contexts.
Numerous location management schemes were proposed for cellular networks
in the literature, see e.g. [144] for an overview. Location management schemes
deal with when to update databases to keep track of a node’s position if it has
moved to a new cell. Furthermore, dissemination and replication of data in
ad-hoc networks was studied in [145]. The authors propose different strategies
when to trigger updates. While we consider the case of updating only neighbor-
ing nodes rather frequently, the other approaches focus on information that is
transmitted infrequently to certain central and distant nodes. Unlike neighbor
information of position-based routing protocols, entries do not need to be peri-
odically refreshed to remain valid. An other interesting approach was proposed
in [146]. Each node continuously sample its location and constructs a model
of its movement. Nodes flood their model through the network. Whenever
a node’s distance from its actual location to its predicated location is larger
then a certain threshold, the updated predication model is flooded again in the
network. Only recently, [147] studied the effects of inaccurate location informa-
tion caused by mobility on position-based routing protocols and proposed two
mobility prediction schemes to mitigate these problems.
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3.5 Broadcasting in Ad-hoc Networks

3.5.1 Introduction

Broadcasting in ad-hoc networks is different from broadcasting in wired net-
works for various reasons. The network topology may change frequently caused
by mobility or by changes in the activity status of nodes. Broadcast protocols
also have to cope with limited system resources in terms of bandwidth, compu-
tational, and battery power. Unlike wired networks where the total cost of the
broadcast is normally calculated as the sum of all link costs, ad-hoc networks
can make use of the broadcast property of the wireless medium. This allows
to cover all neighbors with one single transmission. Consequently, the costs
are typically not associated with the links between nodes but with the nodes
themselves. Broadcasting is a common operation in ad-hoc networks and many
protocols rely on the successful delivery of packets to each node in the network.
For example, several routing protocols use broadcasting to detect routes from
the source to the destination node such as AODV [68] and DSR [69]. Other
applications that require broadcasting are the paging or sending of an alarm
signal to particular hosts. Furthermore, many applications make use of geocast-
ing such as in sensor networks are vehicular ad-hoc networks. Geocasting may
be considered basically as broadcasting of a packet to all nodes within a certain
geographical area [148, 149, 150, 151, 152, 153].

Broadcasting in ad-hoc networks is most simply and commonly realized by
flooding whereby nodes rebroadcast each received packet exactly once. Dupli-
cated packets are uniquely identified by the source node ID and a sequence
number. Assuming we have a completely connected network, there may be up
to as many transmissions as there are nodes in the network. Especially in dense
networks, flooding generates a large number of redundant transmissions where
most of them are not required to deliver the packet to all nodes. Nodes in the
same area receive the packet almost simultaneously due to the highly correlated
timing of retransmissions. This excessive broadcasting causes heavy contention
and collisions, commonly referred to as the broadcast storm problem [154], which
consumes unnecessarily scarce network resources.

Two important objectives of any broadcast algorithm in ad-hoc networks are
the reliability and optimizing resource utilization. First, reliability is concerned
with the successful delivery of a packet to all nodes in the network. Even in
a completely connected network, the packet may often not be delivered to all
nodes since broadcast packets are normally not acknowledged and the broadcast
storm makes the transmissions highly unreliable. Secondly, the use of network
resources should be minimized without effecting the reliability. Interestingly,
these objectives are complementary. Reducing the number of transmissions
may also increase reliability as it alleviates the broadcast storm.

In mobile networks with constantly changing topologies, it is impossible to
optimally broadcast a packet network-wide. In static networks this may be pos-
sible, often however with a prohibitive amount of control traffic only. Thus, most
practical broadcast algorithms for ad-hoc networks try to approach network-
wide optimal broadcasting by optimizing the local broadcasting of packets.

Many broadcast protocols have been proposed in order to cope with the
broadcast storm problem and optimize broadcasting in ad-hoc networks. We
provide a taxonomy and review existing broadcast algorithms for ad-hoc net-
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works. In a second step, we discuss some general properties and summarize the
shortcomings of these broadcasting protocols. A survey of broadcast protocols
can be found in [155, 156, 157]

3.5.2 Taxonomy

The chosen taxonomy divides the protocols in seven categories ranging from
simple flooding to sophisticated protocols that make use of directional antennas.
Obviously, several other categorizations are possible and the classification of the
protocols may not be unambiguous as some protocols may fall into different
categories.

Simple Flooding

Flooding is the most simple way to broadcast. It was argued in [158] that it
might also be the only way to reliably deliver a packet to every node in highly
dynamic or very sparse networks. This is not limited to broadcasting, but
also holds for multicast and unicast transmissions. In such environments, the
overhead of another protocol may be even higher than that of simple flooding to
cope with the frequently changing topology and to maintain paths or neighbor
information. In such scenarios, other protocols may not able to deliver the
packets at all.

Probability-based Approaches

In [154], each node rebroadcasts a packet with a certain probability p and drops
the packet with a probability of 1− p. If the probability of forwarding a packet
is 1, this scheme is identical to simple flooding. [154] also proposed a counter-
based scheme, where a node only rebroadcasts a packet if it has received copies
of this packet less frequently than a fixed threshold. In [159], the threshold
is no longer fixed but dynamically adapted to the number of neighbors. [160]
evaluated probabilistic broadcasting in more depth and proposed to account
for nodes’ neighbor counts and local congestion levels. In [161], the authors
proposed to adjust the probability with which a node rebroadcasts a packet
depending on the distance to the last visited node. The distance between nodes
is approximated by comparing the neighbor lists. Probability-based schemes
were evaluated theoretically and by simulations in [162].

Location-based Approaches

In the location-based schemes proposed in [154], the forwarding decision is based
solely on the position of the node itself and the position of the last visited node
as indicated in the packet header. Nodes wait a random time and only forward
a packet if the distance to all nodes from which they received a copy of the
packet is larger than a certain threshold distance value. The random waiting
time is required to give nodes sufficient time to receive redundant packets and to
avoid simultaneous rebroadcasts at neighboring nodes such that only nodes that
cover significantly large additional area rebroadcast the packet. Instead of using
the distance of nodes as a measure for the additional area covered, [154] also
proposed an area-based method, which directly determines the possible covered
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area from the distances between nodes. Recently, [163] validated the simulation
results of [154] by analytical models.

Neighbor-designated Approaches

Neighbor-designated schemes are characterized by the fact that nodes are aware
of their neighborhood. The basic idea in all proposed approaches is that each
node selects a set of forwarders among its one-hop neighbors so that all two-
hop neighbors can be reached through the forwarders. A node only forwards
packets from the set of neighbors out of which it was selected as a forwarder,
i.e., rebroadcasting nodes are explicitly chosen by upstream senders. Most of
the these neighbor-designated approaches are quite similar. We describe the
multipoint relaying protocol (MPR) proposed in [164] in more detail as it will
be used in Section 6.4 for the evaluations and as it is the broadcast mechanism
used in the OLSR routing protocol as defined in RFC 3626 [58]. Nodes period-
ically broadcast beacons including a list of all their neighbors. Consequently,
each node has knowledge of its two-hop neighbors. A node selects some of its
one-hop neighbors to rebroadcast all packets they receive from it. The chosen
nodes are called Multipoint Relays (MPRs). Each MPR also choose a subset of
its one hop neighbors to act as MPRs. As always only a subset of all one-hop
neighbors rebroadcast a packet, the total number of transmissions is reduced.
In order to guarantee that still all nodes in the network receive a broadcasted
packet, the MPRs must cover all two-hop neighbors. The protocol select such
one-hop neighbors as MPRs that most efficiently reach all nodes within the
two-hop neighborhood, i.e., the one-hop neighbors are a minimal set of neigh-
bors which cover all two-hop neighbors. After a node has selected its MPRs, it
lists them in the beacons. When a node receives a beacon, it checks if it was
selected as MPR from this node, and if so, it must rebroadcast all data packets
received from that node. In [165], the set of forwarders excludes all one-hop
neighbors that are covered by three or more forwarders. Furthermore, the idea
of passive acknowledgments [23] was used to avoid transmission of acknowl-
edgements. Nodes do not send an additional acknowledgment to confirm the
reception of a packet, which may become another bottleneck of congestion and
collisions called ACK implosion problem [166]. The rebroadcast of the packet
itself is taken as the confirmation and a NACK packet is transmitted in case
a node does not overhear the rebroadcasting from all nodes it expected [166].
In [167, 168] the set of forwarders was reduced by excluding the one-hop neigh-
bors that were already covered by the node from which the broadcast packet
was received. In [169], two-hop neighbor information is piggy-backed on packets
and permits to eliminate the two-hop neighbors already covered by the last vis-
ited node. In [170], the forwarding nodes are selected from a larger set, where
a node includes all neighbors of a node with higher priority, e.g., based on IDs,
in its cover set. A special class of neighbor-designated approaches are based on
connected dominating sets, where only nodes of the dominating set rebroadcast
a packet [171, 172].

Self-pruning Approaches

Unlike the neighbor-designated method, each node decides for itself on a per
packet basis if it should rebroadcast the packet. In [167], a node piggy-backs
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a list of its one-hop neighbors on each broadcast packet and a node only re-
broadcasts the packet if it can cover some additional nodes. Several of these
approaches are based on (minimal) connected dominating sets.

As the problem of finding such a set is proven to be NP-hard [173], several
distributed heuristics are proposed. [174] proposed an algorithm, which only
requires two-hop neighbor information. A node belongs to the dominating set,
if two unconnected neighbors exist. Furthermore, two rules are proposed to
reduce the size of the connected dominating set, which requires an order on the
IDs of the nodes. This idea was further improved in [175], where the degree
of a node was used as primary metric instead of their IDs. Unlike [174] where
two-hop information is required, one-hop neighbor information is sufficient if
nodes are aware of their positions in order to determine if two neighbors are
connected [175]. Under the assumption that each node knows its accurate po-
sition, connected dominating sets and the concept of planar subgraphs are used
in [176] to reduce the communication overhead for broadcast messages. In [156],
a generic scheme was proposed based on two conditions, namely on neighbor-
hood connectivity and history of the already visited nodes. Each node receives
information of its k-hop neighborhood by exchanging (k − 1)-hop information
with its one-hop neighbors by periodical hello messages. Information about a
node’s property, such as ID or node degree, and a list of already visited nodes
is added to the broadcast packets. Based on this information a node decides
whether to forward a packet or not. In [177], they show that minimum latency
broadcasting is also NP-hard and propose an algorithm where latency and the
number of transmissions are within a constant time of their respective optimal
values. The algorithm constructs a broadcast tree rooted at the source node
and afterwards schedules the transmission times for all nodes following a greedy
strategy. To be able to cope more efficiently with mobility, [178] proposed to
use two different transmission ranges for the determination of forwarders and
for the actual broadcast process. The difference between these two transmission
ranges is based on the update-frequency and the node movement. They fur-
ther proposed a mechanism to ensure consistency between the different views
of different nodes on the network. A comprehensive performance comparison of
various of these broadcast protocols based on self-pruning is given in [179].

Energy-efficient Approaches

The algorithms discussed above can be also considered as energy-efficient as
they aim at reducing the total number of transmissions to deliver the packet
to every node in the network. Thus, they also reduce the total energy con-
sumption at the same time. In case nodes can adjust their transmission power
however, the number of transmissions may not be proportional to the energy
spent. Transmissions to close-by nodes cost much less energy than transmissions
to far away nodes, especially in view of realistic path loss factors of approxi-
mately 4. Consequently, several transmissions over multiple short hops may
save energy compared to one transmission over a long distance.

The problem of transmitting a packet energy-efficiently to all nodes in the
network where nodes have adjustable transmission radii was considered in sev-
eral papers. [180] proposed a broadcast incremental power algorithm, which
constructs a tree starting from the source node and adds in each step a node
not yet included in the tree that can be reached with minimal additional power
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from one of the tree nodes. In [181], theoretical bounds on the performance of
the broadcast incremental power algorithm of [180] were provided. [182] con-
sidered the minimum energy broadcasting problem and proposed a localized
protocol where each node requires only the knowledge of the positions of itself
and the neighboring nodes. This eliminates two drawbacks of [180] as the algo-
rithm requires almost global knowledge to construct the tree efficiently and it
is difficult to maintain in case of mobility. [183] showed the NP-completeness
of minimal power broadcast. They also proposed a distributed algorithm for
energy efficient broadcast. Starting from an initial link-based minimal span-
ning tree, the total energy to maintain the connectivity of this broadcast tree
is reduced gradually by exchanging some existing branches by new branches.
In [184] it was shown that minimizing the total transmit power does not maxi-
mize the overall network lifetime. Note that energy efficiency is not necessarily
directly related to network lifetime. If the same nodes always forward packets,
broadcasting may be energy-efficient, but the battery at these nodes depletes
quickly. In [184], the algorithm constructs a static routing tree, which maxi-
mizes network lifetime by accounting for residual battery energy at the nodes.
[185] presented a distributed topology control algorithm, which extracts network
topologies that increase network lifetime by reducing the transmission power.
A comparison of several power-efficient broadcast routing algorithms is given
in [186].

Directional Antenna-based Approaches

Directional antennas are used to improve the performance of broadcasting by
reducing interferences, contention, etc. It was shown in [187] that MAC proto-
cols that utilize directional antennas can improve the performance of broadcast
traffic in ad-hoc networks. In [188], each node is assumed to have a beamwidth
of 90° and packets are only forwarded in the 270° direction other than that in
which the packet arrived. If nodes are aware of their neighborhood through hello
messages, nodes may explicitly send the packet to nodes that are farthest from
the current node. In [189], directional antennas are used to transmit broadcast
packets to all neighbors in a connected planar subgraph of the complete net-
work graph, namely the relative neighborhood graph. A comparison study of
the performance of various directional antennas algorithms is provided in [190].

3.5.3 Discussion

Different kinds of broadcast protocols show different kinds of advantages and
shortcomings. Comprehensive comparison studies were conducted in [155, 160,
179, 186].

The majority of the proposed protocols are either neighbor-designated, self-
pruning, or energy-efficient schemes that all belong to the stateful protocols.
That means they require at least knowledge of their one-hop neighbors, some-
times even global network knowledge is required. Therefore, they also show
similar drawbacks as stateful position-based unicast routing protocols, which
require local neighbor information to forward packets. Like position-based uni-
cast routing protocols, stateful broadcast protocols require the proactive distri-
bution of information with hello messages. The proactive communication and
computation overhead of these protocols consumes unnecessarily scarce net-
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work resources like battery power and bandwidth. These costs occur even if no
packets are broadcasted. Furthermore, their performance suffers significantly in
highly dynamic networks as the frequent topology changes induce an excessive,
or even prohibitive, amount of control traffic, which occupies a large fraction
of the available bandwidth. Furthermore, stateful algorithms may also never
converge and reach a consistent state, if changes occur too frequently. Their
inability to cope with frequent topology changes together with the proactive
transmission of control messages, which wastes network resources, make stateful
protocols unsuitable for certain kind of ad-hoc networks such as sensor and ve-
hicular ad-hoc networks. Stateful protocols also have some distinct advantages.
Packets can be forwarded almost immediately without introducing additional
delay and they are barely affected by high traffic loads and collisions as shown
in [155].

The probability- and location-based schemes, as well as simple flooding be-
long to the category of stateless algorithms as they do not require nodes to
have any neighbor knowledge. As they do not maintain neighbor information,
they are almost immune to frequently changing network topologies. A further
advantage is their simplicity. The main drawbacks of stateless protocols are
twofold [155]. First, the number of rebroadcasting nodes can be disproportion-
ately high in networks with a high node density. Secondly, the random delay
introduced at each node before rebroadcasting a packet is highly sensitive to the
local level of congestion. The main reason for this is that these stateless pro-
tocols use fixed parameters, e.g., a distance-threshold, to rebroadcast a packet.
These algorithms are highly sensitive to the chosen threshold values and may
perform well in some scenarios, and very poorly in others. For example, pack-
ets may die out in sparse networks and the number of transmissions may not
be reduced significantly in dense networks for too low and too high parameter
values, respectively.

We may conclude that stateless protocols would be a preferred choice for
sensor networks, vehicular ad-hoc networks, and other ad-hoc networks with
dynamic topology and/or strictly limited resources, if they could achieve nearly
the same level of performance of stateful protocols over a wide range of network
conditions.

3.6 Ant-based Routing Protocols

3.6.1 Introduction

Ants, as well as termites, some bees and wasps, belong to the category of social
insects. Their behavior can be described as social due to the way they fulfill
complex tasks. Each individual insect is a simple individual. They are rather
unintelligent and almost blind, have only limited memory, etc. Though, each
of these limited individuals is not aware of the problem to solve as a whole,
together in cooperation they are able to solve complex tasks through stigmergy
first described in 1959 in [191]. Sorting brood, finding shortest paths, building
nests are some examples [192]. Stigmergy can be described as ”communication
through the environment” and is the key to these astonishing abilities. The
behavior of the individuals is influenced by what others do or have done. More
specifically, how the environment was altered by other insects while contributing
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their part to solve the task [193].
The principle of stigmergy is illustrated in the following section 3.6.2 by

means of an example, namely the ant colony optimization. In Section 3.6.3, we
briefly present the most well-known routing algorithms inspired by ant colony
optimization for fixed, wired networks. Then, we give an overview of proposed
routing algorithms inspired by swarm intelligence for ad-hoc networks in Sec-
tion 3.6.4.

3.6.2 Ant Colony Optimization

We explain the problem solving paradigm enabled through stigmergy by means
of ants finding shortest paths between the nest and a food source, known as ant
colony optimization. Ants mark the followed path with a chemical substance
called pheromone, which can be perceived by other ants, while foraging and
looking for food. Other ants are attracted by these pheromone trails and in turn
reinforce them even more. If no longer reinforced, the pheromones evaporate
slowly and trails vanish again. With time, the shortest paths emerge as a result
of this auto-catalytic effect. The experiment depicted in Fig. 3.9 was conducted
in [194] where two paths of different length are offered to the ants between their
nest and a food source.

Nest Food

?
Nest Food

Nest Food Nest Food

(a) (b)

(c) (d)

Figure 3.9: Ants finding shortest paths

Suppose that two ants leave the nest at the same time and forage for food.
Initially, there are no pheromones on either path and ants have no knowledge
of the location of the food. Hence, an ant arriving at the intersection chooses
each of the paths with an equal probability of 0.5. We assume that one ant
travels the upper and one the lower path to the food source in Fig. 3.9(a).
Clearly, the ant on the lower path arrives at the food source earlier shown in
Fig. 3.9(b). When returning to the nest, this first ant finds a pheromone trail on
the lower path, namely the pheromones that were deposited by itself. Because
the other ant did not yet arrive, no pheromones are laid on the upper path.
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Consequently, the ant chooses again the lower path with the higher pheromone
concentration to return in Fig. 3.9(c). The second ant returning from the food
source to the nest, accordingly senses one pheromone trail on the upper path and
a pheromone concentration twice as high on the lower path. As ants are more
attracted to higher pheromone concentrations, the second ant probably also
selects the lower path. Consequently, more and more subsequent ants choose
the lower path as depicted in Fig. 3.9(d). On the other hand, the pheromones
on the upper path are no longer reinforced, decays, and eventually the trail
will vanish. This example mimics the behavior of a type of ant known as Lasius
Niger, which deposits pheromones when traveling in both directions, to and from
the nest. Other species of ants adopt different forms of pheromone laying [195].
For example, some species deposit pheromones only during their return trip or
lay more pheromones for richer food sources.

The laying and decay of pheromones result in a positive and negative rein-
forcement of the available paths, respectively. The decay of the pheromones on
the existing trails is necessary and avoids possible stagnation.

3.6.3 Ant-based Routing in Fixed, Wired Networks

Ant colony optimization was applied to various optimization problems such as
the traveling salesman problem [196], graph coloring problem [197], and vehi-
cle routing problem [198]. Overviews of optimization algorithms based on the
ant colony optimization can be found in [199, 200]. Recently, several routing
protocols have been proposed inspired from social insects behavior for fixed,
wired communication networks and for ad-hoc networks. The basic principle
of all these algorithms is that current traffic conditions and link costs are mea-
sured by transmitting ”artificial ants” (mobile routing agents) into the network.
These ant packets mark the traveled path with an ”artificial pheromone”, i.e.,
update the routing table depending on the collected information. Therefore,
they increase the probability of choosing a certain link for a given destination.
Results from ant-based routing applications in fix wired and rather static net-
work are very promising. The pheromones may be used as a measure for any
metric under consideration such as delay, bandwidth, jitter. In the following,
we describe in more detail some well-known ant-based routing algorithms for
infrastructure networks. Overviews can be found in [201, 202].

Ant-Based Control (ABC)

Ant-Based Control [203, 204, 205] is the first ant-based routing algorithm pro-
posed in the literature, based on ideas of [206] where the authors considered
the problem of placing calls in a circuit-switched network. The network is rep-
resented by an undirected graph where the switching-stations are modeled as
nodes and their connecting links as edges. The routing tables in the nodes are
replaced by pheromone tables with a row for each node in the network and a
column for each neighbor. The entries indicate the strength of the pheromone
trail on the link from the current node to the destination via that neighboring
node. Ants are sent periodically from any source node to a randomly chosen des-
tination node. The routing policy for the ants is not deterministic, but rather
probabilistic. The ants heading for a given destination select their next hop
with a probability according to the values in the pheromone table. Pheromone

49



laying is modeled as an increase of the probability for the entry of the previ-
ously visited node and the ant’s source node, i.e., pheromone trails are setup in
a backward manner, whereby the increase depends on the age of the ant and
on the pheromones already present on the link. Unlike the ant packets, a deter-
ministic routing policy is applied for the calls. To find a route for a call from a
source to a certain destination, the neighbor with the highest probability in the
pheromone table is always chosen as the next hop. Finally if the destination is
reached and the complete route determined, the call is placed on the network if
all involved nodes have some spare capacity, otherwise it fails.

In Fig. 3.10, a simple network with four nodes is depicted together with the
pheromone table of node A. The entries in the pheromone table are given as
probabilities. Thus, an ant launched at node A with destination node D has a
51% and 49% chance to travel via node C and B respectively. Unlike ants, a
call is always routed over the node with the highest probability, i.e node C in
this situation. Suppose that an ant just arrived over B from node D at node A.
The ant will alter node A’s pheromone table corresponding to its source node,
i.e., node D, by increasing the probability for its last visited node B to, e.g.,
55%. Subsequent calls are now routed no longer over node C, but over node B.
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Figure 3.10: Simple network with pheromone tables of node A

AntNet

AntNet as proposed in [207, 208, 209, 210] addresses routing in packet-switched
networks. In these packet-switched networks, the cost associated with links
may be highly asymmetric. That means that the path from a source node to
a destination node may be of different quality, i.e., may have different costs,
than in the opposite direction. But ants as in the ABC protocol are only able
to update the pheromone table in one direction, namely toward their sources,
which is not appropriate in such scenarios. Consider the example given in
Fig. 3.11. The thin arrows indicate cost-efficient links whereas the thick arrows
indicate high costs. Thus, if node A launches ants heading for node D that
choose the most cost efficient path, they are routed over node C. Arriving at
node D, the ants would reinforce the path in the opposite direction they have
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traveled, i.e., also over node C, although the path from D to A is more cost
efficient over node B than over node C. However, the routing table at node
D indicates a high probability to route over node C because most ants arrived
along this path from node A. Node D does not route data packets along the
more cost-efficient path over node B. AntNet uses forward and backward ants to

D

B

C

A

Figure 3.11: Cost asymmetric paths

cope with this asymmetry of packet-switched networks. Each node maintains
a probabilistic routing table with a row for all network nodes and a column
for outgoing links. Forward ants are launched towards a destination and while
moving collect information about the quality of the followed path, e.g., in terms
of delay. They do not alter the routing table however. At each node, the forward
ant is routed according to the probabilities in the routing table and the current
network conditions by taking into account the current length of the outgoing
link queues. Once the forward ant has arrived at the destination, it is killed
and its accumulated memory is transferred to a backward ant, which travels
back to the source node along the same path of the forward ant in the opposite
direction. At each visited node, the backward ant updates the routing table
entries for the (forward ant’s) destination node by increasing the probability.
The increase is a function of the quality of the path followed by the forward ant,
i.e., the trip time from the current node to the destination node. In Fig. 3.11,
the forward ant launched at node A would most probably follow the path over
node C to node D, but not yet update the routing tables. The backward ant
returning from node D to node A updates the entries along the traveled path of
the forward ant for node D. At node C simply the direct link to D is reinforced,
while at node A the probability of choosing node C as a next hop when heading
for destination D is increased. In AntNet, each node also maintains a table
where the best trip times and estimated means and variances of previous ants
are stored to judge accurately the goodness of a path followed by an ant.

Other Ant-based Algorithms

In [211, 212, 213], each node records the amount of incoming traffic over the
different links for different sources. Forward ants are routed to their destinations
according to this incoming traffic. This allows a forward ant to approximately
follow the path of a backward ant in the opposite direction. In this way, no
backward ants are required and the forward ants can update the routing table
immediately. While in ABC the ants only update the entry corresponding to the
source nodes, the smart ants in [214] update the entries in the pheromone table
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for each node they have passed and not only for the source node. This extension
was shown to significantly decrease the time until shortest paths emerge and
routing tables stabilize. In [215, 216, 217, 218], AntNet was enhanced with
genetic algorithm capabilities to solve problems of multipath routing in circuit-
switched networks. This algorithm was generalized in [219] to a framework and
further enhanced with other functions such as fault location detection [220],
fault tolerance [221], and QoS [222]. [223] compares the performance of two
ant-based algorithms, where ants are forwarded uniformly and also according
to the probability given in the routing table to one of the neighbors. [224]
proposes a multicast routing protocol where ants are used to find a multicast
tree. Furthermore, [225] proposed an ant-based algorithm for QoS multicast
routing, where delay and the jitter of edges linking two nodes are used to route
the ants. The routing and allocation of wavelengths in an optical network was
described in [226] where ants are used to minimize the number of required
wavelengths over one link. In [227] more than one colony of ants is used, each
laying its own pheromone. Consequently, nodes maintain multiple probabilistic
pheromone tables, which prevents all data traffic from being directed over only
one optimal path. [228] proposed a topology control algorithm where nodes
collect local topology information via sending and receiving ants in order to
determine its appropriate transmission power.

3.6.4 Ant-based Routing in Ad-hoc Networks

Like conventional link-state and distance vector routing protocols, the ant-based
algorithms for fixed, wired networks are also hardly directly applicable in ad-
hoc networks without modifications. Ant-based algorithms have the inherent
property to require the network to be rather stable for a long time until shortest
paths emerge. At the beginning, all links are initialized with the same prob-
ability and packets perform a random walk over the network. Therefore the
performance, e.g., in terms of delay and throughput, is far from good at the
beginning and stabilizes around the optimum only after a certain time. The re-
quired time obviously depends on the size of the network, the number of emitted
ants, the rate of topology changes, etc. Thus, in most approaches proposed in
the literature, ants are emitted from the beginning to train the network and data
packets are only transmitted after this training phase. For example in [209], the
ant generation interval at each node is set to 1 s for a network with 14 static
nodes interconnected by 21 bidirectional links. Despite this rather small net-
work, 100 s learning time is assigned before traffic flow starts. In [207], due to
the larger networks with up to 57 nodes and 162 bidirectional links, there are
500 s of simulation time with no data traffic and ants generated every 0.3 s at
each node to build initial routing tables.

This long time required for ant-based algorithm to stabilize and find good
routes makes them inapplicable, at least not directly, to ad-hoc networks where
the topology may be highly dynamic. Most links between nodes do not exist long
enough to receive a large enough amount of pheromones for a certain destination.
Considering the required time until paths stabilize in static networks, these
solutions are prohibitive for ad-hoc networks with frequent changing topology.
The algorithm may never stabilize or find short paths. This is one of the reasons
why most of the ant-based routing algorithm for ad-hoc networks follow different
paradigms than the protocols for the fixed, wired network. Most of these ant-
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based protocols are similar to conventional topology- or position-based routing
protocols using ants only for some minor optimizations.

GPS Ant-Like Routing Algorithm (GPSAL)

In [229], the GPS Ant-Like Routing algorithm was introduced which makes
use of location information for routing and employs ants only to accelerate
the dissemination of routing information, or more precisely, the positions of
nodes. All nodes have a routing table where known hosts are stored with their
locations and a timestamp of this location. Nodes send out ants that carry
the routing table. When a node receives an ant, it compares the timestamp of
the entries in its routing table with that of the ant and updates the older with
the newer entry. Thus, an ant leaving a node always carries the most updated
routing table from the point of view of the nodes already visited. Furthermore,
a shortest path algorithm is applied to determine the best possible route to a
destination. Unfortunately, the authors of [229] remain vague how exactly this
is achieved.

Ant-Colony-Based Routing Algorithm (ARA)

The Ant-Colony-Based Routing Algorithm was proposed in [230, 231, 232]. The
routing algorithm is similar to other conventional topology-based routing pro-
tocols such as AODV [68] and consists of three phases; a route discovery phase,
a route maintenance phase, and a route failure handling phase. Ants are only
emitted on demand, i.e., if a node has to send a packet to a destination for
which it does not have a path. A node broadcasts a forward ant that is flooded
throughout the network. Each intermediate node stores an entry in the routing
table for the forward ant. This entry contains the ant’s source address, the
previous hop, and a pheromone value that depends on the number of hops to
the source node. When the destination node receives a forward ant, it creates
a backward ant. The backward ant returns in the opposite direction over the
path taken by the forward ant. Like the forward ants, the backward ants create
entries in the routing table at intermediate nodes consequently establishing bidi-
rectional paths between source and destination nodes. Data packets are routed
probabilistically based on the amount of pheromones on the outgoing links for
the respective destinations. In the route maintenance phase, data packets are
used to maintain the paths established by the ants. When a node relays a data
packet, the path to the destination via the next hop is strengthened as well as
the backward path via the previous hop to the source of the data packet by
increasing the pheromone value of the respective entries. The pheromone values
increase linearly per packet, but decrease exponentially over time. MAC layer
feedback is used in the route failure handling phase. If the MAC layer is not
able to deliver a packet to the next hop, ARA deactivates this link by setting
the pheromone value to 0 and tries to send the packet over an alternate link.

Termite

Termite routing algorithm, as presented in [233] and slightly modified in [234],
follows most closely the ant colony optimization. (Even though named Termite,
it follows the same principles than the ant-based algorithms ;-). Each node main-
tains a routing table tracking the amount of pheromones on each outgoing link
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for all known destinations. When a packet arrives at a node, the pheromones
for the source of the packet are incremented by a constant value. Each value in
the pheromone table is periodically multiplied by a decay factor. Furthermore,
a pheromone ceiling and a pheromone floor are used to prevent extreme differ-
ences in the pheromone values. There are four types of control packets; seed,
hello, route request, and route reply packets. Seed packets are used to spread
actively a node’s pheromones throughout the network while hello packets are
used to search for neighbors if a node has become isolated. Due to mobility,
it may frequently happen that a node does not have a pheromone entry for a
destination, thus, route request and route reply packets have to be introduced,
similar to AODV [68]. A certain number of route request packets are sent when
a node needs to find a path to an unknown destination. The packets perform
a random walk, i.e., uniformly choose a next hop, and lay down pheromones
on the followed trail. The route request packets are forwarded until a node
is found which contains some pheromones for the requested destination or the
destination itself. This node issues a route reply packet, which is routed back
to the originator of the route request. On its way, the route reply packets add
pheromones at the nodes towards its own source. Route reply and data packets
are routed probabilistically according to the values in the pheromone table.

AntHocNet

AntHocNet [235, 236] is similar to ARA, but additionally introduces a proactive
component. The routes are also only set up reactively when needed. Forward
ants are broadcasted by the source and find multiple paths to the destination.
A backward ant traveling back to the source establishes the paths towards the
destination by updating the entries in the routing tables. After the route setup
phase, data packets are then forwarded probabilistically over available links for
load balancing. Unlike ARA, AntHocNet periodically transmits ants during the
data session. The ants follow the pheromone trails and have a small probability
of being broadcasted at intermediate nodes. Thus, these ants explore paths
around the existing ones and are used to look for path improvements.

Other Algorithms

Ad hoc Networking with Swarm Intelligence (ANSI) as described in [237, 238],
is a hybrid protocol similar to ZRP [73]. Proactive ants are periodically emitted
to find and maintain paths in the vicinity of a node. Reactive forward and
backward ants are used if a node needs to find a path to an unknown destination.
The network is clustered into colonies of nodes in [239] to reduce the number
of ants. Colony ants are used to find paths between colonies, whereas local
ants are used within the colonies. In [240], AODV [67] was extended by ants to
reduce route discovery latency. A fixed number of ants forage continuously and
randomly within the network. They keep a history of the recently visited nodes
and are only used to disseminate this route information, thus increasing the node
connectivity and reducing the amount of route discoveries. Similar to DSR [69],
ants are flooded throughout the network in [241] when a node does not have a
route to the destination to which it has to send a packet. The ant keeps track
of the followed path. A backward ant is created for each forward ant arriving at
the destination, which travels the reverse path of the corresponding forward ant
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and marks the path with pheromones using information about the path quality
collected by the forward ant. Data packets are either routed probabilistically,
or deterministically based on the highest probability of the next hop. In [242,
243] an energy conservation protocol was introduced which collaborates with
a routing protocol. Ants deposit pheromone trails based on the power used to
forward packets to the next hop. Nodes located on trails with a lower pheromone
concentration are turned off for a certain period of time. [244] studied the
performance of different message passing policies to broadcast a packet in a ad-
hoc network using swarm intelligence. An ant-based algorithm for solving the
minimum power broadcast tree in wireless networks was presented in [245].

3.6.5 Conclusions

The ant colony optimization paradigm has proven of value to various optimiza-
tion problems. A lot of routing protocols for fixed, wired networks were also
proposed based on ant colony optimization, which showed very promising re-
sults. Ant packets forage through the network and increase the entries of the
routing tables for the followed path depending on the encountered conditions.
These protocols were however not tailored for ad-hoc networks and cannot cope
with their salient characteristics such as frequently changing topology. Lately,
some ant-based routing protocols have been designed for ad-hoc networks. Basi-
cally, all of these proposals are topology-based protocols and incorporate many
concepts from conventional on-demand and proactive topology-based protocols
which have proven of value, e.g., routes are established only on demand and net-
work topology information is distributed proactively. Even though they improve
the resilience of paths and the reliability of the protocols, they also inherit the
drawbacks of other topology-based protocols such as large control traffic over-
head, consumption of scarce network resources, stored information about the
network that can become stale, etc. Thus, they are not quite suited for large
networks with highly dynamic topologies such as those considered in this thesis.

3.7 Conclusions

In this chapter, we gave an overview of related work in the area of routing and
broadcasting in ad-hoc networks. We started with an overview of topology-
based protocols to explain some frequently applied principles. As we are mostly
interested in protocols that make use of location information, we discussed in
more detail position-based routing protocols as well as their advantages and
shortcomings. We saw that they have many advantages mainly due to the re-
duced communication overhead and the fact that less information about the
network has to be stored compared to topology-based protocols. Nevertheless,
the same drawbacks remain to a reduced extent. They store local network
topology information and require proactive local communication and, thus, are
stateful for the local neighborhood. Furthermore, position-based routing pro-
tocols are not able to learn from experience and route packets based solely on
geographical information, which is often suboptimal. Afterwards, we described
proposed broadcast algorithms for ad-hoc networks. Most of them are state-
ful and keep track of the network topology in order to optimize broadcasting.
They too however suffer from similar drawbacks as previously discussed with
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position-based routing protocols. Unlike routing protocols, stateless broadcast
algorithms have also been proposed for a long time. Nodes decide whether or
not to rebroadcast a packet without any knowledge of neighbors and, thus, do
not experience the same drawbacks as stateful algorithms. However, it was
shown that these algorithms are not able to adapt to varying network condi-
tions. Finally, we gave an overview of the ant colony optimization and how it
is applied to routing in networks. Ant-based routing protocols for fixed wired
networks are discussed first to explain fundamental aspects and also because
only a few ant-based algorithms have been proposed for ad-hoc networks un-
til now. Ant-based algorithms for ad-hoc networks are similar to conventional
topology-based routing algorithms in that they apply the same principles, and
show the same characteristics such as a long convergence time. Even though the
characteristic of ad-hoc networks make many tasks, especially routing, more dif-
ficult than in the fixed, wired networks, they also offer some new opportunities.
For example, routing with location information becomes a valid alternative and
the broadcast propagation medium allows simultaneous transmission of packet
to multiple receiver without spending additional energy.

In Chapter 4, we analyze in more depth the possible drawbacks of the
proactive transmissions of hello messages and the statefulness of position-based
routing protocols. We are particularly interested in dynamic networks with
frequently changing topologies, such as encountered in sensor and vehicular
ad-hoc networks, and propose several enhancements to mitigate the observed
drawbacks.
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Chapter 4

Beaconing in Position-based
Routing Protocols

4.1 Introduction

In this chapter, we study the impact of beaconing on position-based routing
protocols. Beaconing, i.e., the periodical broadcasting of hello messages, is used
by nodes to announce their presence and location to their neighbors and thereby
providing the necessary topological information required for routing. The in-
terval in which beacons are sent is called beacon interval. Each node stores all
neighbors and their current positions in a neighbor table, i.e., all nodes within
transmission range from whose it received a beacon. If a node does not re-
ceive any beacon from one of its neighbors within a certain time interval, called
neighbor time-out interval, the corresponding node is considered to have left the
transmission range or is unreachable due to any other reason, and is deleted from
the neighbor table. Routing of packets is done based on the positions of nodes
in the neighbor table. One node is chosen as a next hop according to the applied
routing strategy, e.g., the node closest to the destination. Outdated and inac-
curate neighbor tables in position-based routing protocols may be considered
the analogue of route breaks in topology-based protocols. Even though changes
in the network topology do not induce overhead by transmitting control pack-
ets as in topology-based routing protocols and only require a local modification
of the neighbor table, inaccurate or outdated neighborhood information may
severely affect position-based routing protocols. Several topology-based rout-
ing protocols make also use of hello messages. Unlike position-based protocols,
beacons are however only used to determine the link status among neighbors on
established paths in the case when no data packets are transmitted.

We first give an overview of the possible direct and indirect effects caused
by the periodical broadcasting of beacons in Section 4.2. Then we try to assess
analytically the impact of inaccurate and outdated neighbor information on the
performance of the network for position-based routing protocols in Section 4.3.
In Section 4.4, we simulate a standard position-based protocol over various sce-
narios to study the effects of outdated neighbor tables and propose and evaluate
several optimizations to improve their accuracy. Finally, Section 4.5 concludes
the chapter. Further information can also be found in the related publica-
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tion [246].

4.2 Effects of Beaconing

The periodical broadcasting of beacons has several drawbacks such as unneces-
sary utilization of network resources and interferences with regular data pack-
ets. As beaconing is a proactive component of position-based routing, it is
performed independently of actual data traffic. Even in cases where no data
is transmitted, nodes constantly broadcast beacons to update their neighbors.
We distinguish between direct and indirect effects of beaconing. We classify ef-
fects that are caused by the transmissions of beacons as direct effect such as the
additionally consumed energy, bandwidth, etc. Indirect consequences comprise
all effects that are caused by the fact that a node does never have complete
accurate topology information about its neighborhood. These effects are caused
by beacons that are broadcasted only periodically. Thus, if nodes are mobile or
the topology changes due to any other reason, the topology as perceived by the
nodes never corresponds to the actual topology. Inaccurate position information
provided by GPS or other position services may further increase the deviation.
Even though, the indirect effects are perhaps less obvious, the performance may
degrade even more than by the direct effects in terms of increased delay, wasted
bandwidth, and battery power.

4.2.1 Direct Effects

We can observe several direct consequences of beaconing. First, additional en-
ergy is used to transmit, receive, and process the beacons. Secondly, beacons
interfere with regular data transmissions and thus increase the number of colli-
sions and subsequent retransmissions, (if there is no separate signaling channel).
This reduces not only the available bandwidth, but at the same time also in-
creases the delay and the congestion in the network. Third, beaconing induces
overhead and part of the bandwidth is used for this control traffic and not
available for user data.

As we are also strongly concerned with very strict power constraint sensor
networks in this thesis, we briefly discuss in more detail the effects of beaconing
on the power consumption in more detail. Power consumption is probably the
most critical factor for sensor networks that need to operate for years without
manual intervention. [247, 248, 249] identified major sources of energy con-
sumption for wireless devices.

• The fixed costs of sending a packet are large compared to the incremental
costs.

• The receiving of a message causes high costs, such that if a message is
received by some neighbors, the total costs of receiving the message is
larger than of sending it.

• After having received the packet header, a node can determine if it is the
intended receiver and can discard the packet if it is not. Discarding is a
strategy that allows nodes entering a sleep mode for the duration of the
transmission of a packet if it is not the intended receiver. Thus, receiving
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a packet, passing it to the protocol stack and processing it, costs generally
much more than just discarding it at the network interface.

• A node receiving and processing packets destined for other nodes wastes
a substantial amount of energy. This is called overhearing, which is, e.g.,
the case if nodes operate in promiscuous mode.

• Idle listening where a node just listens to the medium to receive possible
traffic that is not sent causes high costs.

Let us briefly reconsider the costs of beaconing given these facts. The trans-
mission of beacons is costly even though beacons are small packets. Further-
more, beacons are always broadcasted such that all neighbors receive and need
to process the packets and cannot discard them. Many protocols propose to
piggy-back beacons on data packets to reduce the total number of transmitted
packets. But, it may even increase the power consumption as piggy-backing
requires nodes to process every received packet, also unicast packets addressed
to other nodes, such that packets can no longer be discarded at the network
interface. Furthermore, in scenarios with little data traffic, nodes have to lis-
ten to the medium only to receive beacons and can enter less frequently power
saving sleep states. This strongly depends on the used MAC protocol however.
In view of these results, we may conclude that protocols that use beaconing are
highly suboptimal in terms of power consumption and may not be appropriate
for sensor networks.

4.2.2 Indirect Effects

In position-based routing protocols, nodes forward packets based on the per-
ceived topology, which typically does not correspond to the actual topology be-
cause nodes have moved since their last beacon transmission. Neighbor tables
actually do not correspond to the physical topology and are always inaccurate,
except for static networks. We can broadly distinguish between three kinds of
inaccuracies. First, nodes are listed in the neighbor table with an inaccurate
position, but they are still within transmission range. Secondly, a node moved
into the transmission range, but it is not visible since no beacons were received
yet. These two scenarios have only minor effects on the routing protocol. The
routing protocol may take suboptimal decisions and not forward packets over
the best-located neighbor. The third scenario has a much stronger impact when
nodes are wrongly listed in the neighbor table even though they moved out of
transmission range. If such an unreachable node is chosen by the routing pro-
tocol, the MAC protocol will not be able to deliver the packet. After several
retransmission attempts, the MAC protocol either drops the packet or notifies
the routing protocol of the failed delivery and passes the packet back. The
routing protocol in turn selects a different next hop and hands the packet over
to the MAC protocol again. This process is repeated until the packet can be
delivered eventually to the next hop. The rerouting increases the delay, reduces
the effective available bandwidth, and consumes energy for the retransmissions.
If IEEE 802.11b is used, packets are retransmitted up to seven times before the
MAC layer gives up and assumes the next hop to be unreachable. Consequently,
the power consumption is increased by a factor of seven and the effective avail-
able bandwidth is only a seventh of the total bandwidth. In order to roughly
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estimate the induced delay, we consider to have IEEE 802.11 on the MAC layer.
For each failed transmission the contention window is doubled, starting at a size
of 31 up to a maximum of 1023 times the slot time of 20 µs. A node uniformly
chooses a backoff time from the contention window for the next transmission. If
all seven retransmissions fail because the next hop is out of transmission range,
the expected delay is 31+63+...+1023+1023

2 · 20 µs ≈ 30 ms. Note that this addi-
tional delay of 30 ms is introduced for every select unreachable neighbor, which
can happen multiple times at each node before the packet is successfully deliv-
ered at the next node. When we refer to neighbor table inaccuracy, we often
only refer to this third scenario which has by far the most severe consequences.

We only mentioned mobility as a possible source of inaccuracy of the neigh-
bor tables. But basically any kind of topology changes have the same effect
either caused by nodes that toggle into and out of sleep states, obstacles moving
between nodes, interferences, adjustment of transmission and reception parame-
ters, etc. Especially in some kind of ad-hoc networks, like sensor networks were
energy conservation is a major issue, putting nodes into sleep mode is often the
only way to considerably save energy and may be the major source of topology
changes. Thus, we consider speed as a proxy for any kind of topology changes
in this thesis.

Topology changes are not the only source of inaccurate neighbor tables.
There are also other factors that contribute to inaccuracy. Beacons are broad-
casted and most MAC layer protocols do neither require nor provide acknowl-
edgments for broadcast transmissions such that the delivery is not guaranteed.
Furthermore, many position-based routing protocols apply a forwarding strat-
egy where packets are forwarded to neighbors close to the destination, cf. Sec-
tion 3.3.3. Therefore, the chosen neighbor is close to the boundary of the trans-
mission range. This increases the probability that the node has become un-
reachable. A third factor is that the neighbor time-out interval is often set to a
multiple of the beacon interval to avoid that nodes are constantly inserted and
removed from the neighbor table if one or two beacons are missed. This longer
interval further increases the probability that a neighbor has meanwhile left the
transmission range and is no longer available. There are also more practical
factors which contribute to inaccurate neighbor tables. Packets transmitted at
lower rates typically use more robust modulation schemes and thus can be still
decoded at farther distances than packets transmitted at a higher rate. [250]
observed that IEEE 802.11b cards transmit broadcast packets constantly at 2
Mbps whereas unicast packets can be transmitted at higher rates. Thus, the set
of neighbors may vary for beacons and data packets.

4.3 Analytical Evaluation

After having discussed reasons for outdated and inaccurate neighbor tables and
possible implications, we would like to analytically estimate the likelihood of
the occurrence of such events. We use the unit disk graph network model, i.e., a
fixed isotropic transmission range with radius 1 for all nodes and an unbounded
simulation area. Nodes are distributed according to a Poisson point process of
constant spatial intensity and move according to the random waypoint model
with zero pause time, i.e., nodes choose randomly some destination and move
there with a constant speed chosen uniformly in the interval [vmin, vmax]. The
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reason for an unbounded area is to simplify our analysis by having a uniform
moving direction of the nodes in the interval [0, 2π], a uniform distribution
of the nodes, and travel distances independent of nodes’ locations. All these
conditions do not hold in the standard random waypoint model as discussed in
Section 2.4.2. Furthermore, we assume that nodes do not change their direction
or speed for the time interval under consideration to simplify the analysis. As
this time-interval is short and only in the order of a few seconds, this assumption
is reasonable for realistic movement patterns. We consider two nodes A and B
within transmission range and calculate the probability that they leave each
others’ transmission range within a certain time interval t, namely the neighbor
time-out interval. The crucial point in the derivation is to notice that instead
of having both nodes moving, we assume node B being static and node A
moving with their relative speed vector. This assumption is valid as nodes
move independently of each other and have symmetric transmission ranges.
Therefore, we first derive the expected value of the difference of two arbitrary
speed vectors in the used mobility model. Then, we calculate the size of the
area that was covered by a node’s transmission range and is no longer after t
when moving at the expected relative speed. The size of this area to the overall
transmission range is the probability that a neighbor has left the transmission
range.

4.3.1 Probability Density Function of the Speed

We derive the probability density function fS of the nodes’ speed if they choose
uniform randomly a speed in the interval [vmin, vmax]. For the probability den-
sity function fS of the speed s, the following holds trivially by definition of the
probability density function.

∫ vmax

vmin

fS(s) ds = 1

Since the distance to the next waypoint is independent of the speed, we may
assume without loss of generality that all trips have the same distance, say 1.
Because a trip with a smaller speed takes inverse proportionally longer than the
same trip at a higher speed, we have that fS(s) must be proportional to 1/s
in the interval [vmin, vmax] and 0 otherwise. We immediately have for a certain
constant k that ∫ vmax

vmin

k

s
ds = 1

which yields by integration and some simple algebra

k =
1

ln
(

vmax

vmin

)

Thus, fS is

fS(s) =





1

s ln
�

vmax
vmin

� : vmin ≤ s ≤ vmax

0 : otherwise
(4.1)
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From (4.1), we easily obtain the expected average node speed E(vmin, vmax),
which was already derived in [41] and is given here for the sake of completeness.

E(vmin, vmax) =
∫ vmax

vmin

s · 1

s · ln
(

vmax

vmin

) ds =
vmax − vmin

ln
(

vmax

vmin

) (4.2)

4.3.2 Relative Speed of Two Nodes

Let the speed vectors ~a,~b of two arbitrary nodes be given in polar coordinates
as (sa, α) and (sb, β) with sa, sb ∈ [vmin, vmax] and α, β ∈ [0, 2π]. The relative
speed vector ~a−~b in Cartesian coordinates is given by

~a−~b = (sa cos(α)− sb cos(β), sa sin(α)− sb sin(β))

The velocity of the relative speed vector is the norm of ~a−~b which is

|~a−~b| =
√

s2
a + s2

b − 2sasb cos(α− β)

We do not need to consider the corresponding angle of ~a−~b as the transmission
ranges are isotropic and moving directions are uniform over the whole interval
[0, 2π]. It is well known that for a random vector X = (X1, . . . , Xn) with the
joint density function fX(x) and a function ϕ : Rn → R, the expected value is

Eϕ(X) =
∫ ∞

−∞
. . .

∫ ∞

−∞
ϕ(x1, . . . , xn)fX(x1, . . . , xn) dx1 . . . dxn

If the Xi are independent, this yields

Eϕ(X) =
∫ ∞

−∞
. . .

∫ ∞

−∞
ϕ(x1, . . . , xn)f1(x1) . . . fn(xn) dx1 . . . dxn

where the fi are the probability density functions of Xi.
Thus, the expected value Erel(vmin, vmax) for the norm |~a−~b|, which is the

expected relative speed of two arbitrary nodes, is given by

Erel(vmin, vmax) =
∫ vmax

vmin

∫ vmax

vmin

∫ 2π

0

∫ 2π

0

√
sa

2 + sb
2 − 2sasbcos(α− β)

fS(sa) fS(sb) fA(α) fB(β) dα dβ dsa dsb

where fS is the density function of the speed as given in (4.1) and fA, fB are
the density function of α and β, respectively. As the moving direction of nodes
is uniform in the interval [0, 2π], we have that fA(α) = fB(β) = 1

2π .
We can simplify this formula by substituting α − β by γ. The probability
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vmin[m
s ] vmax[m

s ] Erel(vmin, vmax) E(vmin, vmax)
1 10 5.69 3.91
1 20 9.64 6.34
1 40 16.68 10.57
10 20 18.83 14.43
10 40 29.55 21.64

Table 4.1: Expected speed for different vmin and vmax

density function fΓ of γ = α− β is given by

fΓ(γ) =





2π+γ
4π2 : −2π ≤ γ < 0

2π−γ
4π2 : 0 ≤ γ ≤ 2π

0 : otherwise

(4.3)

This yields for the expected relative speed Erel(vmin, vmax) the following integral
where sa, sb and γ are distributed according to fS in (4.1) and fΓ in (4.3),
respectively.

Erel(vmin, vmax) =
∫ vmax

vmin

∫ vmax

vmin

∫ 2π

−2π

√
sa

2 + sb
2 − 2sasbcos(γ) fS(sa) fS(sb) fΓ(γ) dγ dsa dsb

what is

Erel(vmin, vmax) =
∫ vmax

vmin

∫ vmax

vmin

∫ 0

−2π

√
sa

2 + sb
2 − 2sasbcos(γ) · 2π + γ

4π2sasb ln
(
2 · vmax

vmin

) dγ dsa dsb +

∫ vmax

vmin

∫ vmax

vmin

∫ 2π

0

√
sa

2 + sb
2 − 2sasbcos(γ) · 2π − γ

4π2sasb ln
(
2 · vmax

vmin

) dγ dsa dsb

Unfortunately, we can not solve this integral analytically and give the val-
ues obtained by numerical integration for some specific speed intervals only in
Tab. 4.1. Even though a speed interval of [1, 40] m/s seems to be a very high
node mobility scenario, the expected average speed E(vmin, vmax) of the nodes
is only 10 m/s, because most nodes move slower than the arithmetic middle of
20.5 m/s. On the other hand, the expected relative speed Erel(vmin, vmax) is
approximately the arithmetic middle and 50% higher than the expected speed
E(vmin, vmax) of one single node.
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4.3.3 Size of Uncovered Area

We want to determine the size of the area A(r, d) that was initially covered
of a node’s transmission range and is no longer after it has moved a certain
distance d from A to A′. The size of the area A(r, d) is depicted in Fig. 4.1. We

rAA’

d

"Uncovered" Area

Figure 4.1: Uncovered area

immediately obtain for the size of A(r, d) above the x-axis, which is just half
the size of A(r, d), that

A(r, d)
2

=
∫ r

− d
2

√
r2 − x2 dx−

∫ −d+r

− d
2

√
r2 − (x + d)2 dx

which yields by integration

A(r, d)
2

=
d

2

√
r2 − d2

4
+ r2 arcsin

(
d

2r

)

and finally we obtain for A(r, d)

A(r, d) =
d

2

√
4r2 − d2 + 2r2 arcsin

(
d

2r

)
(4.4)

4.3.4 Probability of Outdated Entries in Neighbor Table

We can now calculate the probability p that a node B is no longer within
transmission range of a node A after t as follows. The given speed interval
immediately yields the expected relative speed Erel(vmin, vmax). We obtain the
expected distance, which a node moves relative to any arbitrary other node
within t, by multiplying Erel with t. From the expected distance d and the
transmission range r, we immediately obtain A(r, d) from (4.4), i.e., the size of
the area uncovered within the neighbor time-out interval t. As node B is static
and uniformly and independently distributed, the probability p that B is out of
transmission range after node A has moved to A′ equals the ratio of A(r, d) to
the size of the whole transmission range r2π.

p =
A(r, d)

r2π
=

A(r, Erel(vmin, vmax) · t)
r2π
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In other words, p percent of all entries in the neighbor table are not valid and
correspond to nodes, which are no longer available. In Fig. 4.2 the respective
values are given for transmission radii of r = 250 m and r = 100 m and different
speed intervals.

 0

 20

 40

 60

 80

 100

10531

O
ut

-d
at

ed
 n

ei
gh

bo
rs

 [%
]

Time-out interval [s]

Range: 100 m / Speed [1,10] m/s
Range: 100 m / Speed [1,20] m/s
Range: 100 m / Speed [1,40] m/s
Range: 250 m / Speed [1,10] m/s
Range: 250 m / Speed [1,20] m/s
Range: 250 m / Speed [1,40] m/s

Figure 4.2: Expected percentage of outdated neighbors

Even for a large r = 250m and for slow vmax = 10m/s, the percentage of
outdated entries is in the order of 10% for time-out intervals of 5 s or more.
For very high-speed scenarios with vmax = 40m/s and long time-out intervals
of 10 s, we may expect more than 40% of the nodes listed in the neighbor
table to be actually unreachable. We can observe that the number of outdated
neighbors is almost inverse proportional to the transmission radius. A 2.5 times
smaller transmission radius yields an about 2.5 times higher probability p. A
similar proportionality also holds for the relative speed Erel and the number
of outdated neighbors. This rough estimation of the percentage of outdated
neighbor entries does not account for other factors as discussed in Section 4.2.
The probability for an entry in the routing table to become outdated depends
also on the distance to the respective node, which was not considered in the
analysis. Therefore, as routing protocol typically select a next hop close to the
boundary of the transmission range, the percentage of unreachable next hops
selected by the routing protocol will be even higher.

For symmetry reasons, we can calculate completely analogously the size of
the area newly covered of a node’s transmission range, i.e., the number of nodes
that are within transmission range but are not yet discovered because no beacons
were received from them yet. The only difference is that t is no longer the time-
out interval but the beacon interval. As the beacon interval is normally much
shorter, the number of undiscovered neighbors is only a fraction of the number
of outdated neighbors.

These considerations give an indication for the severeness of the problem
of inaccurate neighbor tables, which occur frequently and have a non negligi-
ble impact on the performance of position-based routing protocols. This also
provides justification to reconsider position-based routing protocols and try to
assess the impact by simulations and evaluate simple optimizations, which help
to improve the accuracy of neighbor tables.
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4.4 Simulations

In this section, we simulate a standard position-based routing protocol over vari-
ous scenarios and propose and evaluate several optimizations. Therefore, we first
try to identify an appropriate simulation scenario, which produces significant
results and permits to asses more easily the goodness of the optimizations. Af-
terwards, we evaluate the performance of two optimal routing protocols, which
have completely accurate neighbor tables by using the global simulator data
and thus never select unreachable nodes as next hops. The significantly better
performance compared to GFG/GPSR motivates to propose and evaluate pos-
sible optimizations, whose objectives are the improvement of the neighbor table
accuracy.

4.4.1 Parameters and Scenarios

In all simulations of this chapter we used GFG/GPSR as the underlying position-
based routing protocol, cf. Section 3.3.4. In accordance with the parameter val-
ues chosen in [123], the beacon interval and the neighbor time-out interval are
set to 1.5 s and 6.75 s respectively. As also proposed in [123], we implemented
changes in the MAC layer protocol to optimize routing and make IEEE 802.11
more robust in mobile wireless scenarios. The most important optimization
is that a packet is not dropped if it cannot be delivered, but handed back to
GFG/GPSR for rerouting.

The simulations were conducted using the Qualnet network simulator [251]
and the results are averaged over eight simulation runs. Radio propagation is
modeled with the isotropic two-ray ground reflection model, cf. Section 2.4.3.
The transmission power is set to 15 dBm and the receiver sensitivity to−81 dBm
corresponding to a nominal transmission range of 250 m. We use IEEE 802.11b
DCF with RTS/CTS operating at a rate of 2 Mbps on the MAC layer. (RTS/CTS
is often used in wireless multihop networks because it is commonly assumed to
alleviate the hidden node problem. However, it the view of the results in [252],
there arise some doubts regarding this assumptions.) The nodes are placed
in a rectangular area of 600 m x 3000 m. The simulations last for 900 s and
the nodes move according to the random waypoint mobility model. We imple-
mented the stationary distribution of the random waypoint model as described
in Section 2.4.2. Thereby the simulations do not need an initial warm-up phase
to reach a stable state. In order to avoid possible synchronization of beacons be-
tween neighboring nodes [124], the beacons are randomly jittered by 50% of the
respective beacon interval. The interface queue length is set to 1500 bytes. We
have one Constant Bit Rate (CBR) traffic flow with 64 Byte packets at a rate of
2 packets per second between a randomly selected source and destination. We
choose this low traffic scenario to prevent congestion and interference in order
to isolate the effects of inaccurate neighbor tables on the routing protocol.

We first conducted several simulations with the standard GFG/GPSR pro-
tocol, i.e., with a beacon interval and neighbor time-out interval of 1.5 s and
6.75 s respectively and without any optimizations. Thereby we are able to iden-
tify a challenging scenario such that the impact of the proposed optimizations
can be observed more easily. In Fig. 4.3(a) and Fig. 4.3(b), the delivery ratio
and the average end-to-end delay are depicted for a speed interval of [1, 40]m/s.
We also ran simulations with a speed interval of [1, 20]m/s. The results showed
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the same trends with the difference that the delay and the packet loss rate were
about 30% and 50% lower respectively. As already previously mentioned, there
are three reasons why we decided to use this high speed interval. First, even
though the speed interval may seem high, the average speed of the nodes is only
approximately 10 m/s. Secondly, we wanted to have a challenging scenario for
the routing protocol to observe more definitely the differences in the results.
And finally, we consider mobility as a proxy for any kind of topology changes,
which could also be caused by sleep cycles of nodes, interferences, adjustment
of transmission and reception parameters, etc. as discussed in Section 4.2.
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Figure 4.3: Performance of GFG/GPSR with varying mobility and node density

As expected the performance suffers in case of low pause times for all different
kind of node densities. The optimum is for 200 nodes what is approximately
111 nodes per square kilometer (the value also used in [123]). In case of 100
nodes, the density is too low and GFG/GPSR is not able to achieve a high
packet delivery ratio because the network is temporarily disconnected and also
because packets are often routed in recovery mode and loop. We observed
that in highly mobile networks, a large fraction of the dropped packets are
due to cycles in recovery mode. Actually, the recovery mode only guarantees
delivery for static networks. The shorter end-to-end delay with 100 nodes is
because packets routed over longer paths with longer delays are more likely to
be dropped in recovery mode. Packets received at the destination have often
traveled only short paths and thus show a short delay. More surprisingly is the
fact that the performance also suffers with a higher node density of 400 nodes.
The reason is that the selected next hop is generally farther away and thus has
a higher probability of having left the transmission range causing wrong routing
decisions. Therefore, we choose to run all following comparative simulations
with 400 nodes in a speed interval of [1, 40] m/s and a pause time of 0 s, unless
given otherwise. The minimum speed was set to 1 m/s as for a minimum speed
of 0, the average speed of the nodes also approaches 0, cf. Section 2.4.2.

4.4.2 Optimal Position-based Routing

We first evaluate two protocols, called BNU (Beacons Not Used) and BL (Bea-
con Less), which use perfect neighborhood information provided by global data
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of the simulator to determine the next hop. This enables us to do a kind of
”best-case” simulation analysis for position-based routing. Except for these
accurate neighbor tables, BNU and BL are identical to GFG/GPSR. These
optimal protocols allow assessing explicitly the impact of inaccurate neighbor
tables and beaconing on the performance. In BNU, nodes broadcast beacons as
with GFG/GPSR, but the position information is not used, but taken from the
global data. Comparing BNU and GFG/GPSR, we can quantify the influence of
inaccurate and outdated neighbor tables. In BL on the other hand, the beacon
mechanism is disabled completely. The performance difference between BNU
and BL is an indicator for the performance loss solely due to the additional
traffic caused by beacons, e.g. by collisions with data packets.

The end-to-end delay and the number of retransmitted RTS packets on the
MAC layer are depicted in Fig. 4.4. An RTS packet is transmitted by the source
prior to the data packet transmission to mitigate the hidden node problem in
IEEE 802.11 [11]. The intended receiver acknowledges the RTS with a CTS
packet. Afterwards the actual data packet is transmitted by the source and
acknowledged by the receiver. An RTS retransmission occurs if the source does
not receive the CTS from the next hop within a certain time-out interval. In
our scenario with very little traffic, RTS and CTS should not collide with other
packets. Thus, RTS retransmissions are an indication for the unavailability
of the next hop. If the routing protocol selects an unavailable next hop, the
MAC layer protocol retransmits seven RTS before giving up the delivery of the
packet and handing the packet back to the routing protocol. Consequently,
RTS retransmissions are a direct indication for the accuracy of the neighbor
tables. Fig. 4.4(c) and Fig. 4.4(d) show the same results as Fig. 4.4(a) and
Fig. 4.4(b) on a different scale for clarity reasons, as the difference between
BL and BNU are hardly visible. The delivery ratio for both protocols, BL
and BNU, was always 100% and thus not shown. Only very infrequently one
packet was lost. The delay of BNU and BL is approximately 10 ms independent
of the pause time. This is much shorter than of the GFG/GPSR with delays
between 60 ms and 210 ms. The much higher end-to-end delay of GFG/GPSR
is directly correlated with the number of retransmitted RTS packets, where
up to 60’000 RTS packets are sent. As an unreachable neighbor causes seven
retransmissions, we can assume 60000/7 ' 8600 wrong routing decisions, where
the next hop was not available. With 1400 packets transmitted in total, each
packet is tried approximately 8600/1400 ' 6 times to be routed to an unavailable
neighbor. Each of these wrong routing decisions adds on average 30 ms delay
as seen before. Thus, 6 · 30 ms ' 180 ms of the total end-to-end delay is caused
by wrong routing decisions due to the outdated neighbor tables. On the other
hand, we did not observe any RTS retransmissions for BL and only very few
for BNU. The reason is that no unreachable nodes are listed in the neighbor
table and packets are always routed to neighbors within transmission range.
The few RTS retransmissions for BNU are due to collisions of RTS packets with
beacons. These retransmissions are also the reason for the 10% higher delay of
BNU compared to BL. The delay of the two optimal protocols remains almost
constant for all mobility rates. These results indicate that outdated neighbor
tables do not only cause high delays but are also a main reason for packet
loss in uncongested networks. For all position-based protocols, which only use
local information to forward packets, the delivery ratio and the delay of the two
optimal protocols are an upper and lower bound, respectively.
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Figure 4.4: Comparison of GFG/GSPR, BNU, and BL

These results provide justification to investigate more in depth approaches to
increase the accuracy of the neighbor tables of GFG/GPSR as the performance
gap to protocols without wrong forwarding decisions is significant. A number of
possible approaches are described and evaluated in the following sections. In a
first step, we simply study the performance of different fixed beacon and neigh-
bor time-out intervals. Then, we improve the accuracy of neighbor information
by adapting the beacon interval according to the nodes’ mobility. In a third
approach, nodes close to the boundary are not considered neighbors as they
have the highest risk to become outdated. The forth approach adds additional
information to the beacons such that nodes can estimate future positions of
neighbors. In a last approach, we make beaconing reactive. A node request its
neighbors to transmit a beacon only when it has a packet to send. For reason
of simplicity, each approach is considered separately, even though it is possible
to use them in combination.

4.4.3 Fixed Beacon Intervals

We try to asses the impact of different fixed beacon intervals B and fixed neigh-
bor time-out intervals D on the performance, i.e., all nodes have the same beacon
and time-out intervals during the whole simulation. We denote the ratio of the
neighbor time-out D to the beacon interval B as k. Similar simulations were

69



conducted in [123] where it was found that the values B = 1.5 s and D = 6.75 s
are appropriate for GFG/GPSR. Many other authors also have chosen high ra-
tios k. In our simulations, we did not only want to study the impact of a longer
or shorter beacon interval, but also the impact of the ratio k between beacon
and time-out interval. The obtained simulation results for k = 2 and k = 4.5
are given in Fig. 4.5.
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Figure 4.5: Time-based beaconing

The time between two consecutive beacons can be up to 2 · B due to the
50% jitter, the time needed by IEEE 802.11 to acquire the medium, and the
transmission delay. For shorter time-out intervals than 2 · B, nodes could be
removed from the neighbor table between two consecutive beacons erroneously
even when no beacons were missed. The results indicate that a smaller beacon
interval generally increases the reliability of the network. A shorter neighbor
time-out interval increases the delivery ratio and at the same time also decreases
the end-to-end delay. The best results are achieved with B = 1 s and D = 2 ·B.
The prolongation of the beacon and the time-out intervals degrades the per-
formance significantly. Shorter intervals however incur additional network load
and power consumption by the higher frequency of broadcasted beacons. A pure
time-based approach to improve neighbor table accuracy has therefore several
shortcomings. On one hand, intervals may be too short and induce unnecessary
transmissions if nodes are almost immobile or the network is congested. On
the other hand, the interval may be too long for highly dynamic networks with
fast moving nodes causing nodes to forward packets frequently to unreachable
neighbors, e.g., two nodes on the highway heading in opposite directions may
only be within transmission range for a few seconds. In the following, we try
to cope with these circumstances by making the beacon and time-out intervals
adaptive to the movement and the speed of the nodes.

4.4.4 Adaptive Beacon Intervals

We evaluate two approaches based on traveled distances and nodes speeds. They
improve the accuracy of the node positions in the neighbor table by adapting
the interval between beacons B and as well the neighbor time-out interval D.
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Distance

In the distance-based approach, a beacon is sent whenever a node has moved a
given distance d, a ”beacon distance”, since its last transmission. Furthermore,
we introduce two different methods to determine the neighbor time-out interval.
The first one follows the same idea as the time-based approach, i.e., a simple
fixed ratio between beacon and time-out interval. A node deletes an entry if
it has moved more then k-times the distance d, or after a maximal time-out of
10 s. Consequently, the neighbor time-out interval is the minimum of [k ·d, 10 s].
Actually, the term time-out interval is somehow misleading as it is also distance
based. However, we keep the term ”time-out interval” for all approaches to
remain consistent. In the second approach, a neighbor is only deleted from
the neighbor table after 10 s independent of the distance the node moved. For
the distance-based approach, nodes have to store additionally their positions
each time they receive a beacon with the corresponding entry. Similar as in
the time-based approach, we conducted simulations with two different values of
k. The values are set again to k = 2 and k = 4.5. With the distance-based
approach, we hope to map the movement of nodes to the beacon and neighbor
time-out interval. Fast moving nodes send beacons frequently, whereas slow
moving nodes send beacons less frequently. Problems with the distance-based
approach arise if nodes move at significantly different speeds. Slow nodes only
infrequently transmit beacons and a fast moving node passing by may only be
within transmission range for a few seconds. Likely, the fast node will not detect
the slow moving nodes and thus perceive a reduced connectivity of the network
which makes it more difficult to forward packets efficiently.

As depicted in Fig. 4.6(a), we have the best delivery ratios of approximately
94% for distances between d = 10 m and d = 20 m. The results indicate that it
is necessary to make also the time-out interval adaptive to the moved distances.
A pure time-based D is not able to cope efficiently with fast moving nodes and
entries are deleted too late. For shorter distances, the delivery ratio decreases
due to the increased network load caused by the large number of beacon trans-
missions. A fast node at 40 m/s may transmit up to eight beacons per second.
Unlike the time-based approach, a higher k = 4.5 does not perform much worse
than k = 2. The reason is that fast nodes remove entries in the neighbor tables
quickly even for k = 4.5 whereas in the time-based approach, entries are kept in
the neighbor table independent of the node speed. The delivery ratio for k = 4.5
is even better than of k = 2 for short distances d because beacons collide fre-
quently and cannot be received at the neighbors. With k = 2, already one not
received beacon may cause the respective node to be removed from the neigh-
bor table, which causes a high fluctuation and many nodes within transmission
range are temporarily not listed in the neighbor tables. Thus, nodes perceive
a lower connectivity of the network than it actually is. For k = 4.5 up to four
beacons can be missed before a node is deleted from the neighbor table, which
increases the perceived connectivity. In this case, wrongly listed neighbors harm
less than the removal of too many nodes within transmission range with respect
to the delivery ratio. Higher k values may increase the delivery ratio, but still
the delay is always shorter for smaller k values. This can be explained by the
fact that the increased delivery ratio comes at the cost of numerous attempts
to forward packets to unreachable neighbors. For shorter k values, the delivery
ratio may suffer due to the poor perceived connectivity, but if a packet is deliv-
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ered, it is so without choosing too many unreachable neighbors. Furthermore,
the end-to-end delay is only improved if the neighbor time-out interval is the
minimum of the covered distance and the maximal time-out of 10 s and not for
a simply time-based time-out.
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Figure 4.6: Distance-based beaconing

Speed

In the speed-based approach, the beacon interval B and the neighbor time-
out interval D are correlated to the speed a node is moving at. Each node
calculates its neighbor time-out interval D again as a multiple k of the beacon
interval B. Unlike before, nodes send their calculated values of D in their
beacons. A receiving node then determines the time-out for this neighbor as
the minimum of the neighbor’s D as indicated in the beacon and its own D
calculated from its current speed. With this enhancement, we hope to overcome
the drawback from the distance-based approach where the determination of a
correct time-out interval between two nodes moving at different speeds is not
solved satisfactory. The beacon interval B can be determined using either a
discrete or continuous function of the nodes’ speed within a predefined time
range [a, b]. The continuous function to calculate the beacon interval B is given
in (4.5) where v indicates the current speed of a node and vmax and vmin the
maximal and minimal speed a node can move at, respectively.

B = a + (b− a) ·
(

vmax − v

vmax − vmin

)n

(4.5)

We set the range of the functions to [1 s, 5 s] and thus have a = 1 and b = 5. We
conducted simulations with three different values for n. For n = 1, the mapping
of the speed to the beacon interval is linear and for n = 2 and n = 4 we obtain
polynomial functions. The corresponding graphs are depicted in Fig. 4.7.

The discrete function for the mapping of the speed interval [1, 40] m/s to
the beacon interval is given in Tab. 4.2. The end-to-end delay and the delivery
ratio for these three functions are given in Fig. 4.8 with k = 2, i.e., the time-out
interval D is always 2 · B. The discrete and polynomial function with n = 4
perform very well whereas the linear function is only slightly better than the
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Table 4.2: Beacon interval at different speeds

Speed [m/s] Beacon Interval [s]
1-5 5
5-10 3
10-20 2
20-40 1

standard time-based approaches, cf. Fig. 4.5. With n = 2 the performance
is about in between the two others as expected since the graph is still similar
to the linear function. The better performance of the discrete and polynomial
function with n = 4 is due to the distribution of the speed of the nodes. It
was shown in [41] that more nodes move at lower speed than at higher in the
random waypoint mobility model. This results in an average speed of 10m/s,
only almost half of the arithmetic middle of the speed interval [1m/s, 40 m/s].
The reason is that fast nodes arrive more quickly at their destination and then
have a uniform probability of choosing a low speed. The linear function does not
account for this fact. The polynomial function distributes beacon intervals over
a larger range for low speeds. The discrete function was defined with the same
objective in mind. The delay is reduced to around 120ms and the delivery ratio
increased at the same time to 94%. These results are very promising compared
to the 87% delivery ratio and 210 ms of the standard GFG/GPSR in the same
scenario, i.e., the delay and packet loss rate could be about halved.

4.4.5 Receiver Threshold

Most position-based protocols like GFG/GPSR forward packets to the neighbor
that minimizes the distance to the final destination. Thus, this neighbor is nor-
mally located close to the transmission boundary. Exactly these nodes however
have the highest probability of becoming unavailable. By introducing a receiver
(Rx) power threshold, we can create a circular gray zone at the transmission
range boundary. Beacons received at a power level less than this Rx-threshold
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Figure 4.8: Speed-based beaconing

are not processed, i.e., nodes in this zone are not considered as neighbors and
data packets are not forwarded to them. Unlike beacons, data packets received
from these nodes are processed and forwarded as normal. In reality, transmis-
sion ranges may be highly irregular due to obstacles and interferences. The use
of an Rx-threshold instead of a distance-based threshold has the advantage that
it allows to cope with irregular transmission ranges.

The physical layer of IEEE 802.11 has a typically receiver sensitivity of
approximately −81 dBm. Together with the transmission power of 15 dBm,
this determines the maximal transmission range of 250 m in the two-ray ground
reflection model. We conducted simulations with several Rx-threshold between
79 dBm and 71 dBm. We can map this power levels to distances of 223, 199, 177,
158, 140 m when using the two-ray ground model where the signal attenuates
with 1

d4 for distant nodes. Thus, only beacons from nodes closer than these
distances are processed.

The delivery ratio first increases and reaches its maximum of 95% for a Rx-
threshold of 75 dBm as shown in Fig. 4.9. For higher thresholds, the values
degrade again. This behavior is as expected because a larger threshold reduces
the effective transmission range of a node and, thus, the number of neighbors.
For a too high threshold, the connectivity of the network is not guaranteed and
packets start being dropped because no path exists to the destination. The hop
count increases steadily from about six hops to over 10 hops because for a higher
Rx-threshold the distance to the neighbors is limited. At the same time, the
end-to-end delay is constantly reduced for higher thresholds. The reason is that
a higher threshold reduces the wrong routing decisions and thus also the end-to-
end delay, if a packet arrives at the destination. The delay first drops and then
remains rather constant as the higher hop count and the time to acquire the
medium by IEEE 802.11 at each node introduce delay as well. We may conclude
that wrong routing decisions have a bigger influence on the delay than the actual
hop count in uncongested networks. A shortcoming of the current Rx-threshold
implementation is its inability to select the most appropriate threshold. A fast
moving node should only add close nodes in its neighbor table and consequently
choose a large Rx-threshold depending on the node density. On the other hand,
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nodes close to the transmission boundary may be accepted as neighbors for slow
moving nodes. Similarly as in the speed-based approach, we could map speed
of nodes to Rx-thresholds to solve this problem.
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Figure 4.9: Rx threshold for beacons

4.4.6 Estimation of Link Availability

In this approach, the velocity and direction of nodes are used to estimate the
time when two nodes are no longer within transmission range. In most cases,
a node keeps its speed and direction during a time long enough to reliably
predict its future position during the next few seconds. Consequently, each
node transmits its current speed and direction in the beacons. Nodes store in
their neighbor table all neighbors with their speed vectors and label the entry
with the time when the beacon was received. When a node at position A has
to transmit a data packet, it calculates the distance to a neighbor that was
located at position B and moving with speed vector ~b t seconds ago. This node
is predicted to be at position B′ = B +~bt. Assuming a circular transmission
range r, the neighbor is no longer reachable if the distance AB′ > r, i.e.,

|B +~bt−A| > r

The simulations were conducted with the same beacon and time-out intervals
as for the pure time-based approach and also again with two k-values for the
ratio between the intervals. Unlike the time-based approach, the delivery ratio
and the average end-to-end delay is almost independent whether the neighbor
time-out interval is 2 or 4.5 times the beacon interval as seen in Fig. 4.10.
The reason is that the prediction of nodes’ future positions is quite accurate
also for a time interval of 4.5 · B. We observe an at least five times shorter
end-to-end delay between 25 ms and 50ms and a less steep increase for longer
beacon intervals than in the pure time-base simulations. The link availability
is predicted accurately and wrong routing decisions are strongly reduced. Note
that this approach again decreases the perceived connectivity because nodes
in the neighbor table may be removed early. Furthermore, the delivery ratio
increases significantly, e.g. for B = 1.5 s and D = 6.75 s, we obtained a ratio of
approximately 96% compared to 87% with the standard GFG/GPSR without
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prediction in Fig. 4.3(a).
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Figure 4.10: Prediction with time-based beaconing

4.4.7 Reactive Beaconing

As already proposed in [123], we make the beaconing mechanism of GFG/GPSR
fully reactive. Only when a node has to transmit data packets, it solicits bea-
cons from its neighbors by transmitting a beacon request packet. Each node
overhearing this request replies with a beacon to announce its position. Nodes
randomly jitter the transmissions of their beacons by 1 ms to avoid that all nodes
respond simultaneously and packets interfere at the receiver. We conducted two
simulations where the requesting node waits 5 ms and 10 ms for incoming bea-
cons and only then it forwards the data packet to the ”best” node. This time
has to be set much higher than the jitter of the transmissions as neighbors may
have to wait some time to acquire the medium if many neighbors transmit al-
most simultaneously. The neighbor tables is deleted and the whole process is
repeated for the next packet. Nodes operate on almost accurate neighbor infor-
mation as the interval between the beacon and effective packet transmission is
very small.

With this reactive beaconing, we achieved a delivery ratio of 95% and an
average end-to-end delay of 138 ms when the requesting node waits 5 ms as
shown in Fig 4.11. The time saved through the more accurate neighbor table
outweighs the additional introduced delay of 5 ms per node to acquire neighbor
information. As seen before, we can expect 30 ms delay per attempt to route
to an unreachable neighbor. Thus, as long as there is more than one wrong
routing decision in seven hops, the reactive beaconing should perform better.
For a waiting time of 10 ms, the delivery ratio was even further increased to
98%, but at the same time also the end-to-end delay increased to 220 ms. The
results are promising, especially if we consider that this is a very basic reactive
version where no optimizations are implemented, e.g., no caching of positions
or overhead packets.
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Figure 4.11: Reactive beaconing

4.5 Conclusions

In a first phase, we discussed the reasons for and the possible impact of in-
accurate neighbor tables in position-based routing. We showed a strong rela-
tion between inaccurate neighbor tables and the reliability and performance of
position-based routing protocols. These considerations were emphasized by a
theoretical analysis which indicated that outdated entries in the neighbor tables
are the rule rather than the exception in dynamic networks. Factors that am-
plify the inaccuracy are small transmission ranges, long beacon intervals, and
high node mobility. The simulations with two optimal protocols supported the
analytical results and showed that the delay can increase by more than an order
of magnitude due to inaccurate neighbor tables. Furthermore, packet losses in
uncongested networks are also mostly due to outdated neighbor information and
wrong routing decisions. These analytical and simulation results indicate that
improvements of neighbor information are possible and worthwhile.

In a second phase of this chapter, we then proposed and evaluated several
optimizations, which alleviate the drawbacks, of an existing position-based pro-
tocol GFG/GPSR. Already with these rather basic optimizations, we were able
to achieve significant performance gain. However, the optimizations come at a
certain cost and several shortcomings remain. They either require a higher fre-
quency of beacon transmissions or a larger size of the beacons, which results in
an increased utilization of network resources and additional overhead. Perhaps
even more important is that some of the schemes reduce the connectivity by not
using all available links in order to minimize the risk of selecting an unreachable
neighbor. Especially in sparse networks where nodes have only few neighbors,
the network may become disconnected. An unsolved problem is the case of group
mobility often encountered in reality, where nodes move quickly but their rela-
tive positions remain invariant. In such scenarios, no beacons may be required
as the topology is almost static. The reactive approach, the approach enhanced
with prediction, and the speed-based approach showed the best results in our
simulations. For delay critical applications in highly mobile networks, a combi-
nation of the prediction-based and speed-based GFG/GPSR may be a preferred
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choice because of the shortest delays. The reactive GFG/GPSR is more ap-
propriate for low traffic scenarios as it eliminates the proactive broadcasting of
hello messages and, thus, conserves scarce network resources. One possible ap-
plication area are sensor networks with strict constraints on power-consumption
and where traffic may be transmitted very rarely.

Position-based routing protocols are appropriate in many scenarios, but also
have severe drawbacks in others. Especially for highly dynamic networks or net-
works with strict power constraints, the required knowledge of the local neigh-
borhood causes two fundamental problems. First, the protocols become state-
ful and thus are exposed to the risk of outdated information. And secondly,
the control traffic consumes unnecessarily network resources such as battery
and bandwidth. Furthermore, also the performance of the optimized routing
protocol studied in this chapter still remains significantly below the optimum.
Therefore, it is worth to reconsider the whole concept of position-based routing
because these optimizations are only bug fixes and do not address the root of
the poor performance, namely that a transmitting node has to select a ”best”
next hop on an incomplete and inaccurate topology, especially in highly dy-
namic networks. In Chapter 5, we propose the routing protocol BLR based
on an entirely new paradigm. The forwarding decisions are no longer taken at
the sender but in a completely distributed way at the receivers. This paradigm
allows to design a routing protocol, where nodes do no longer require knowledge
of their neighbors, neither about their position, nor even about their existence.
BLR only requires that nodes are aware of their own position, and the position
of the destination, which is given in the packet header. This eliminates the two
fundamental drawbacks of other position-based protocols. BLR is completely
stateless and therefore information cannot become outdated, and BLR does not
require proactive control traffic and conserves network resources.
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Chapter 5

Beacon-Less Routing (BLR)

5.1 Introduction

In this chapter, we propose a position-based routing protocol based on a new
routing paradigm enabled by the broadcast property of the wireless propagation
medium. Forwarding decisions are not taken at the sender of a packet, but in
a completely distributed manner at the receivers. A sender does not have to
be aware of its neighbors and consequently nodes do not have to proactively
transmit beacons as in other position-based protocols. Therefore, we call the
protocol Beacon-Less Routing Protocol (BLR). A node that has a packet to
forward simply broadcasts it. All receiving nodes delay the further forwarding
depending on their positions. The protocol ensures that the ”best” node among
all receivers rebroadcasts the packet first and suppresses the other nodes. BLR
is especially tailored for networks with highly dynamic topologies or strict power
consumption constraints. It is stateless and thus immune to topology changes
and avoids other drawbacks of beaconing such as unnecessary use of scarce
resources.

We first describe the BLR protocol and its components in Section 5.2. Some
characteristics and properties of BLR are then studied analytically in Sec-
tion 5.3. In Section 5.4, we evaluate BLR by simulations over a wide range
of network scenarios. Furthermore in Section 5.5, we describe the implemen-
tation of BLR in a testbed of Linux laptops equipped with GPS receiver and
WLAN cards and give results of the conducted real-world experiments. Finally,
we conclude the chapter of BLR in Section 5.6. Further information can also be
found in the publications about BLR [253], [254], [255], [256].

5.2 BLR Protocol Operation

Like any other position-based routing algorithms, we assume that nodes are
aware of their own positions and that the source has the possibility to locate
the position of the destination node. However as the fundamental difference to
other position-based routing algorithms, BLR does not require nodes to have
information about their neighboring nodes, neither about their positions nor
even about their existence. This allows eliminating completely the periodical
proactive broadcast of beacons. We assume an isotropic transmission range
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with radius r. As usual, packets are uniquely identified by their source node
ID and a monotonically increasing sequence number. Furthermore, there is one
parameter taken by the algorithm called Max Delay. It indicates the maximum
time a packet can be delayed per hop and is used to calculate dynamically the
delay at each node. Packets are forwarded in four different modes of operation.
BLR routes packets in greedy mode whenever possible. If greedy routing fails,
BLR switches to backup mode to recover and route the packet further. In order
to reduce the number of broadcast transmissions of greedy mode, BLR has an
option to forward packets in unicast mode if neighbors are known. Additionally
to these three modes, BLR implements a local routing algorithm such that
packets can still be delivered even if the destination node is not at the indicated
position. These three modes of operation and the local routing algorithm are
described in detail in the next four sections. Afterwards, we briefly discuss
further possible optimizations of BLR.

5.2.1 Greedy Mode

If a source node has a data packet to send, it first determines the destination
node’s position and stores these geographical coordinates along with its own
position in the header of the packet. Since the source does not have any knowl-
edge of neighboring nodes, the only thing it can do is to broadcast the packet.
All nodes within transmission range receive the packet. The algorithm takes
care that one, and only one, appropriate neighboring node is chosen which for-
wards the packet. The only available information a receiving node has is its
own position and the positions of the previous and the destination nodes from
the packet header. From these three positions, a node can easily determine if it
is located within a specific area relative to the previous node in the direction of
the destination. We call this area the forwarding area and nodes located within
this area potential forwarders. Potential forwarders apply a concept called Dy-
namic Forwarding Delay (DFD) to calculate a short additional delay prior to
relaying the packet. Nodes outside the forwarding area do not take any further
action and simply drop the received packet. The additional delay calculated by
the DFD function is in the interval [0,Max Delay]. The node that computes
the shortest DFD forwards the packet first and stores its current position in
the packet header. The other potential forwarders overhear the further relaying
and are suppressed, i.e., they cancel their scheduled transmission of the same
packet. This transmission not only suppresses the other potential forwarders,
but simultaneously also acknowledges the previous node, called passive acknowl-
edgement [23]. As most MAC protocols do not provide acknowledgments for
broadcast packet, e.g., IEEE 802.11, this use of passive acknowledgements has
the advantage that we do not require acknowledgments on the network layer.
Furthermore, we can also save one transmission per hop by using passive ac-
knowledgments, which may be important in resource constraint networks. If
there are no potential forwarders, the packet is not relayed further and greedy
routing fails. Thus, a node that does not detect the relaying of a previously
broadcasted packet after Max Delay assumes an empty forwarding area and
switches to backup mode. If there are always nodes in the forwarding area,
greedy routing continues until the packet arrives eventually at the destination
node. The destination node is the last node on the path and does not forward
the packet further. Thus, as the only node it has to send explicitly an ac-

80



knowledgment. In the following subsections, we discuss the two most important
protocol design aspect of the greedy mode, namely the shape of the forwarding
area and the applied DFD function.

Forwarding Areas

The forwarding area is calculated at each receiving node and is determined by,
and always relative to the positions of the previous and the destination node.
The maximum width of the forwarding area has to be less than or equal to
the transmission range r to ensure mutual receptions of packet transmissions
among all potential forwarders. Otherwise, packet duplication may occur when
some potential forwarders are not suppressed. A second fact that has to be
taken into account is the size of the forwarding area. A large forwarding area
increases the probability of having a potential forwarder and route packets in
greedy mode. Furthermore, if the objective is to reduce the number of hops to
the destination, the shape of the area should favor nodes located close to the
border of the transmission range, i.e., the shape’s center of gravity should be
located far from the transmitting node. Considering these facts, we propose
three different forwarding areas as depicted in Fig. 5.1, namely the sector, the
Reuleaux triangle, and the circle. For the sector and Reuleaux triangle, an apex

Sector

Reuleaux

Circle

r
60

Figure 5.1: Forwarding areas

angle of π
3 guarantees a maximal distance of r between two arbitrary nodes,

whereas the circle simply has a diameter of r. We observe that only a fraction
of the whole transmission range is covered by the forwarding areas and is used
for routing in greedy mode. The exact numbers for the different forwarding
areas are given below.

• Sector: 1
6 ' 0.17

• Reuleaux triangle: 1
2 −

√
3

2π ' 0.22

• Circle: 1
4 = 0.25

We will see in Section 5.3 that the size and the shape of the forwarding area are
critical to the performance of the algorithm.

81



Dynamic Forwarding Delay (DFD) Functions

With the concept of DFD, nodes calculate a certain delay depending on their
position before relaying the packet further. Potential forwarder determine their
progress p ∈ [0, r] towards the destination with respect to the last hop. The
progress p is then used to derive the additional delay Add Delay in the interval
[0, Max Delay].

Add Delay = Max Delay ·
(

r − p

r

)
(5.1)

Add Delay = Max Delay ·
(

e− e
d
r

e− 1

)
(5.2)

These delay functions basically implement MFR, cf. Section 3.3.3. A node with
less progress introduces a larger delay than a node with more progress. Conse-
quently, the node with the most progress within the forwarding area forwards
the packet at first. The first function (5.1) maps the progress linearly to the
range of the delay. Instead of this basic function, more advanced DFD func-
tions are possible. It was shown in [257] that exponentially distributed random
timers can reduce the number of responses compared to uniformly distributed
timers. This fact is taken into account in (5.2). The resulting Add Delay is
depicted in Fig. 5.2 for all nodes with forward progress. The transmitting node
is located at the coordinates p = 0 and q = 0. Neighbors close to the previous
node introduce a high delay, whereas nodes located farther away compute an
exponentially shorter Add Delay.
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Figure 5.2: Additional delay vs. progress vs. distance

Example

We give a brief example on how routing is performed with BLR. As forward-
ing area we choose the circle and estimate the delays introduced by the DFD
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functions. In Fig. 5.3(a), node S broadcasts a data packet for destination node
D. Upon the reception of this packet, nodes A and B determine that they are
within the forwarding area and thus use the DFD function to calculate delays
T = 0.1 ms and T = 0.3 ms, respectively. The other neighbors just discard
the packet. As node B has more progress, it calculates the short additional
delay than A. After 0.1 ms, node B rebroadcasts the packet, which suppresses

S D

S D

S D
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B
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E
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A

A

S D

C

Figure 5.3: Routing with BLR in greedy mode

node A, and simultaneously acknowledges to node S the successful reception
in Fig. 5.3(b). The same broadcasted packet is also received at nodes C and
E, which have not previously overheard this packet. They calculate a delay of
T = 0.2 ms and T = 0.4 ms and consequently node E relays the packet further
in Fig. 5.3(c). When node D overhears any packet with its destination address,
it immediately sends an acknowledgement packet as shown in Fig. 5.3(d), in-
dependent of its location. The acknowledgement serves not only the purpose
to acknowledge the reception to node E, but also suppress other potential for-
warders that scheduled the packet for rebroadcasting.

5.2.2 Backup Mode

If a node does not detect a further forwarding of its previously broadcasted
packet within Max Delay through passive acknowledgment, it assumes that no
node is located within the forwarding area towards the destination. Thus, a
recovery strategy has to be applied to route the packet further.

The node broadcasts a beacon request packet, which prompts all receiving
nodes to transmit a beacon indicating their position. In order to avoid that all
neighbors transmit simultaneously and the beacons collide at the receiver, the
neighbors also use a DFD function to delay the broadcasting of their beacons by
Add Delay ∈ [0,Max Delay]. Analogously to the additional delay introduced
in greedy mode, the delay is based on the progress, such that neighbors with
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more progress towards the destination reply earlier. The corresponding function
is given in (5.3) for progress p ∈ [−r, r].

Add Delay = Max Delay ·
(

r − p

2r

)
(5.3)

If there are any neighbors with forward progress, i.e., p ∈ [0, r], the data packet
is sent by unicast to the node with the largest progress and switches immediately
back to greedy mode. If no neighbor has forward progress, the requesting node
extracts a locally planar subgraph, namely the Gabriel graph, for its one-hop
neighborhood. The extraction of the planar subgraph is necessary in order to
guarantee loop-freedom as discussed in Section 3.3. The position where the
packet entered backup mode is stored in the packet header and the packet is
forwarded by unicast according to the right-hand rule. The next node repeats
the some procedure, i.e., it broadcasts a beacon request packet, extracts the
Gabriel graph from the positions of its neighbors indicated in the beacons, and
forwards the packet according to the right-hand rule. A packet is forwarded
in backup mode until the packet is received at a node located closer to the
destination than where it entered the backup mode. This recovery algorithm is
based on the same principle as used in GFG/GPSR [113, 123] to recover from
local minimums. Analogously, the backup mode could be further optimized by
a branching ellipse as proposed in GOAFR [116].

The delay increases if a node has to wait at least Max Delay to receive
the beacons from all neighbors. We can minimize the delay, but only at the
node that switches to backup mode. This node forwards a packet as soon as it
receives a beacon from a node with forward progress. As the forwarding area
is small and covers only about half all nodes with forward progress, there is a
large probability that there is such a node. And only if no neighbor has forward
progress, the node must wait until all neighbors have replied. The reasons is
that if the packet is forwarded to the first replying node with backward progress,
this neighbor may not belong the Gabriel graph and, thus, loop-freedom is no
longer guaranteed. Similarly, loops may occur if any other node than the one
that switched to backup mode forwards a packet to a neighbor with forward
progress. Consider the example depicted in Fig. 5.4, where node S has a packet
to transmit for destination D. There are no potential forwarder and S requests
its neighbor to transmit a beacon. As soon as node S receives a beacon from
node G it forwards the packet by unicast to G and BLR continues to operate
in greedy mode. However, let us assume that either node G is not there or its
beacon was not overheard at S. After Max Delay and having received beacons
from all neighbors, the packet will be routed over the indicated path. S does
not route the packet directly to node B because the connecting link does not
belong to the Gabriel graph. Node A continues to route in backup mode as its
distance to D is larger than of S. If it switched to greedy mode again because
there is a neighbor with forward progress, namely node S, the packet would be
sent back and forth between A and S. Furthermore, after node B requested
beacons from its neighbors, it does not forward the packet to node E, although
node E has forward progress towards the destination. In order to remain loop
free, the backup mode must not switch back to greedy mode as long as the
packet is not closer to the destination than where it entered the backup mode,
i.e., at node F in this scenario.
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Figure 5.4: Routing with BLR in backup mode

Apart from the higher delay, a further drawback to operate in backup mode
is the power consumption. Depending on the number of neighbors n, the addi-
tional number of transmissions compared to greedy mode is n + 1, namely the
n broadcasted beacons and the beacon request packet.

BLR with greedy and backup mode is a fully functional protocol and guar-
antees delivery of packets in any kind of networks, as long as there exists a
path between the source and the destination nodes. Obviously, this guarantee
is only for theoretical network graphs. Like all other protocols, the delivery is
not guaranteed in real networks where packets can be dropped due to collision,
loops, etc.

5.2.3 Unicast Mode

Routing in greedy mode has some drawbacks. First, BLR is susceptible to
packet duplication as data packets are broadcasted over all hops. Packet du-
plication occurs for each node in the forwarding area, which does not receive
the passive acknowledgement, whether this is the previous transmitting node or
any potential forwarder. As we have isotropic transmission ranges with a fixed
radius in our theoretical analysis, nodes reliably detect the subsequent forward-
ing and are suppressed. However in realistic environments, several factors may
prevent this suppressing such as unidirectional links and the error prone wireless
medium. Secondly, broadcasted data packets need to be passed to the protocol
stack at all receiving nodes and cannot be dropped at the network interface.
And third, greedy mode introduces an additional delay at each node. Even
though we will see in Section 5.3 that the additional delay Add Delay is quite
small and significantly shorter than the Max Delay.

BLR supports also the transmission of unicast packets. After a node S has
received a passive acknowledgment, it is aware of the position of the node B
that forwarded the packet as shown in Fig. 5.5(a). Thus, it sends subsequent
data packets for the same destination by unicast to node B. Node B relays the
unicast packets immediately without any additional delay. Each time node S
overhears B’s acknowledgement, node B’s position is updated. Due to mobility,
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another node A may move to a better position but remain undetected as nodes
do not compete to forward unicast packets Fig. 5.5(b). BLR switches back to
greedy mode and broadcasts a data packet periodically to detect new neighbors
and prevent from suboptimal routing Fig. 5.5(c1). A packet is also broadcasted
as soon as node B has either left the transmission range B′′, or does no longer
have forward progress B′ to avoid loops Fig. 5.5(c2). The broadcasting of data
packets in greedy mode always again yields the best located neighbor. Conse-
quently, the transmission of a data packet in unicast mode from the source to
the destination is a sequence of unicast and broadcast transmissions.
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Figure 5.5: Routing with BLR in unicast mode

Unicast mode has several drawbacks apart from the temporarily suboptimal
routing because neighbors remains undetected. In greedy mode, the subsequent
forwarding passively acknowledges the reception. The explicit acknowledgement
of unicast packets introduces an additional transmission. Like in other position-
based routing protocols, the caching of the position of neighbors is stateful
and information may become stale quickly, which causes suboptimal or false
forwarding decisions analogously as discussed in Section 4.2. However, if we
assume that several data packets are transmitted per second, the inaccuracy
can be kept small as node B’s position is updated frequently. When there are
no data packets transmitted for a while, the first packet is again broadcasted in
greedy mode such that new neighbors are detected. Furthermore, we could use
the same optimizations, e.g., prediction of future nodes’ locations, as proposed
in Section 4.4 for conventional position-based routing algorithms to minimize
the risk of outdated neighbors in unicast mode of BLR. There is always trade-off
whether to use unicast or not and the choice depends on the scenario and the
requirements.

86



5.2.4 Reactive Local Routing (RLR)

Basically, it may happen that the position of the destination node does not
correspond to the destination position as indicated in the packet header due to
several reasons. The position information provided by GPS is sometimes not
very accurate as the accuracy depends on the number of satellites in the line-of-
sight. If the position of the destinations are provided by a location service, the
position are often not very accurate because the nodes’ positions are updated
only from time to time. A node requesting the position of a destination may
thus obtain the position of the destination node some time ago.

An intermediate node within transmission range of the destination position,
as indicated in the packet header, initiates reactive local routing RLR, if it can-
not deliver the packet to the destination and there is also no neighbor closer to
the destination position. RLR is based on similar ideas as in [129]. The node
A, which initiates RLR, transmits six position requests packets (PREQs) con-
taining its own position. The PREQ packets are sent in six different directions
separated each by 60°and with destination coordinates D1, . . . , D6 at a distance
of twice the transmission range r from the destination position D Fig. 5.6. The
fixed number of PREQs and the limited propagation of the PREQs to a specific
area around the original destination coordinates help to control the possible
number of transmissions.

60

D

D3 D2

D1

D6D5

D4
A

2r

DATA

Figure 5.6: Destination position of PREQs

The PREQ packets are routed solely in greedy mode towards their respective
destination coordinates. A PREQ is dropped if a node cannot further forward
the packet in greedy mode. If the destination node overhears any of the PREQs,
it sends a position reply packet (PREP) with its current coordinates back to the
position of node A. Node A replaces the destination position in the data packet
header with the new position of the destination as indicated in the PREP. The
data packets are then routed again as normal by BLR to these new destination
coordinates. Node A also intercepts any subsequent data packets for the same
destination and replaces the destination coordinates in the packet header.
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5.2.5 Options

In the following, we briefly discuss two other possible options that could improve
the performance of BLR. They address the problem of packet duplication, which
was found to be significant in realistic network scenarios.

Aggregation of Paths

If unicast is applied and a node A is aware of a neighbor B, this information may
not only be used for one specific data flow to a destination. All packets with
similar destination coordinates can be relayed over the same neighboring node
B as long as it has forward progress towards their respective destinations. For
example, consider the scenario depicted in Fig. 5.7. Node A transmits packets
to destination D1 over node B. When a packet arrives for destination D2, this
packet is also sent by unicast to node B. The aggregation of paths allows even
further reducing the risk of packet duplication but also bears the risk that a
probably better located node C remains undetected.

D1

D2

A

B

C

B’

B’

Figure 5.7: Using known nodes for unicast

Integration with RTS/CTS of IEEE 802.11

An other solution to the problem of packet duplication is the integration of
BLR with the RTS/CTS dialog of IEEE 802.11. The idea is almost identically
to the concept used in the backup mode. A node broadcasts an RTS and all
receiving neighbors reply with a CTS, which are delayed according to the DFD
in (5.3). Thus, the node, which initiated the RTS/CTS dialog, receives the CTS
from the nodes with the most progress first and subsequently forwards the data
packet only to the best located node. A further advantage of this integration is,
that unlike in greedy mode, all nodes within transmission range are potential
forwarders and are not restricted to the forwarding area. However, this inte-
gration also has several drawbacks. First, it requires IEEE 802.11 or a similar
protocol on the MAC layer that uses an RTS/CTS dialog. Furthermore, unlike
in the greedy mode, where only one packet transmission is required per hop, this
integration causes four transmissions per hop, namely CTS/RTS/DATA/ACK.
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5.3 Analytical Evaluation

For our analytical evaluations, we use the unit disk graph network model, i.e.,
transmission ranges are isotropic and have a fixed transmission radius of 1.
We also assume an unbounded simulation area where the nodes are distributed
according to a two-dimensional homogenous Poisson point process of constant
spatial intensity.

5.3.1 Probability for at Least One Potential Forwarder

BLR operates in greedy mode as long as there is at least one node in the
forwarding area. We can calculate the probability p to have at least one potential
forwarder as follows. A characteristics of the Poisson point process is that the
number of nodes k in a unit area follows a Poisson distribution. Let A denote
the size of a forwarding area, e.g., π

4 for the circle, and N the total number
of neighbors. The size of the whole transmission area is π. We have for the
probability that there are k nodes in the forwarding area that

P (X = k) = e−
N·A

π

(
N ·A

π

)k

k!
(5.4)

Consequently, the probability p for at least one potential forwarder is given by

p = 1− P (X = 0) = 1− e−
N·A

π (5.5)

This probability function (5.5) is plotted in Fig. 5.8. The circle has the largest
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Figure 5.8: Probability for at least one potential forwarder

probability p because its size A is larger than of the Reuleaux triangle and the
sector.

5.3.2 Expected Number of Hops before Greedy Mode Fails

Let Y be a random variable that indicates the number of hops before BLR fails
in greedy mode, i.e., no node is located within the forwarding area. Y has a
geometrical distribution with

P (Y = k) = (1− p)pk
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where k is the number of successful hops. The expected value of a random value
Y , which is geometrically distributed, is given by

E(Y ) =
p

1− p

With (5.5), the expected value E(Y ) for the number of successful hops before
greedy routing fails is given by

E(Y ) =
1− P (X = 0)

P (X = 0)
=

1− e−
N·A

π

e−
N·A

π

(5.6)

In Fig. 5.9(a), the expected number of hops in greedy mode is depicted for the
three proposed forwarding areas as a function of the number of neighbors. For
comparison, we show also the expected number of hops before forwarding fails in
greedy mode for a conventional position-based routing protocol where nodes are
aware of their neighbors, such as MFR cf. Section 3.3.3. The forwarding area of
the MFR protocol is exactly 50% of the transmission range, opposed to the 17%
to 25% for the forwarding areas of BLR. This at least twice as large forwarding
area for greedy routing results in a significantly higher hop count until greedy
routing fails. Despite the rather small differences between the forwarding areas
of BLR, the results vary strongly. With an average of 15 neighbors, BLR fails
in greedy mode after approximately 40 hops with the circle and within less than
30 and 20 hops for the Reuleaux triangle and the sector. We do not really need
to consider node densities of less than approximately seven neighbors, as results
in [258, 259] indicate that an ad-hoc network is not connected for lower node
densities. The ratios of the expected number of hops for the sector and the
Reuleaux triangle to the circle are depicted separately in Fig. 5.9(b). We can
see that the ratios are continuously decreasing for higher node densities. Thus,
the higher the node density, the more advantageous it is to use the circle as
the forwarding area. With 25 neighbors, the number of successful hops with
the circle as forwarding area is about twice and five times as high as for the
Reuleaux triangle and sector, respectively.
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Figure 5.9: Number of hops until greedy mode fails

However, this result does not yet allow to take a conclusive decision which
forwarding area is most appropriate. We also have to account for the progress

90



that is achieved by routing with the different forwarding areas. In Section 5.3.1,
we derived a Poisson distribution for the number of nodes located within a
forwarding area. If this number is larger than 1, only the node with the most
progress, i.e., the node that computes the shortest DFD, relays the packet any
further and suppresses the other potential forwarders. Consequently, in order
to be able to calculate, e.g., the average progress or the average delay per hop
introduced by BLR, we have to take into account the distribution of the maximal
progress of the nodes within the forwarding area.

5.3.3 Density Function for the Progress of One Node

In a first step, we derive the cumulative distribution function for a random
variable P describing the progress when exactly one node is located within the
forwarding area. Since all forwarding areas are symmetrical along the line in
the direction of the destination, we may only consider the upper half of the
respective forwarding areas as shown in Fig. 5.10.
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Figure 5.10: Upper half of forwarding areas

We only give explicitly the derivation of the distribution function of the
sector. The distribution functions of the Reuleaux triangle and the circle can
be derived completely analogously.
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Figure 5.11: Upper half of sector
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The sector as depicted in Fig. 5.11 can be described analytically as follows.

f(x) =





1√
3

x : 0 ≤ x ≤
√

3
2√

1− x2 :
√

3
2 < x ≤ 1

0 : otherwise
(5.7)

We can calculate the cumulative distribution function FP (t) for the progress by
integrating f(x) from [0, t] with t ∈ [0, 1] and divide the result by the size of the
whole sector. The division is required because f(x) is not the probability density
function of P , but only proportional to it as the size of the half forwarding area
is not 1.

The size A of the upper half of the sector is given by

A =
∫ √

3
2

0

1√
3

x dx +
∫ 1

√
3

2

√
1− x2 dx =

π

12

Thus, we have for the distribution function FP (t) that

FP (t) =





0 : t < 0(∫ t

0
1√
3

x dx
)
÷ π

12 : 0 ≤ t ≤
√

3
2(∫ √

3
2

0
1√
3

x dx +
∫ 1√

3
2

√
1− x2 dx

)
÷ π

12 :
√

3
2 < t ≤ 1

1 : t > 1

(5.8)

which yields

FP (t) =





0 : t < 0
2
√

3
π t2 : 0 ≤ t ≤

√
3

2
6t
π

√
1− t2 + 6

π arcsin(t)− 2 :
√

3
2 < t ≤ 1

1 : t > 1

(5.9)

This distribution function FP (t) describe the progress when there is exactly
one potential forwarder. In a next step, we derive the cumulative distribution
function for the node with the largest progress if there are more than one node
in the forwarding area.

5.3.4 Expected Progress

As all the nodes are randomly and independently distributed, we are interested
in the distribution of the maximum function of n independent and identically
distributed random variables Xi (i ≤ n), where the distribution function of each
Xi is given by the respective FP (t) as derived in the previous section.

We obtain the distribution of the maximum of n independent and identically
distributed random variables Xi with i ≤ n by

Fmaxi≤n Xi(t) = P (maxi≤n Xi ≤ t)
= P (Xi ≤ t, ∀i ≤ n)
= P (X1 ≤ t, . . . ,Xn ≤ t)
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= [P (X1 ≤ t)]n

= [FX1(t)]
n (5.10)

It is well known that for any given random variable Z and its distribution
function FZ , the expected value E(Z) can be calculated as follows.

E(Z) =
∫ ∞

0

(1− FZ(x)) dx−
∫ 0

−∞
FZ(x) dx

Together with (5.9) and (5.10) this yields the expected progress for the sector

E(maxi≤n Xi) =
∫ ∞

0

[1− (FX1(x))n] dx

=
∫ 1

0

[1− (FX1(x))n] dx

= 1−
∫ √

3
2

0

(
2
√

3
π

x2

)n

dx−
∫ 1

√
3

2

(
6t

π

√
1− t2 +

6
π

arcsin(t)− 2
)n

dx (5.11)

Unfortunately, we were not able to integrate analytically these functions for
the expected progress for none of the forwarding areas. Thus, the values plotted
in the following figures are obtained by numerical integration. In Fig. 5.12, the
expected progress E(maxi≤n Xi) is shown depending on the number of nodes
located within the forwarding area. The center of gravity is located farther
away from the point of origin for the sector than for the Reuleaux triangle and
circle, respectively. Consequently, the expected progress for the sector is the
largest followed by the Reuleaux triangle and the circle. For more nodes in
the respective forwarding areas, the difference among the forwarding areas gets
smaller as all of them asymptotically approach 1.
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Figure 5.12: Expected progress for the forwarding areas with a given number of
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Until now, we assumed a given number of nodes located within the forward-
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ing areas. However, the probability for this given number depends on the node
density and the size of the forwarding area, as derived in Section 5.3.1. Given
a certain number of neighbors, the circle has the higher probability that there
are n ≥ 1 potential forwarders. The actual expected progress Ep per hop can
be derived from (5.4) and (5.11).

EP =
∞∑

k=1

e−
N·A

π

(
N ·A

π

)k

k!
E(maxi≤k Xi) (5.12)

The expected progress E′
P under the condition that there is at least one

node located within the forwarding area is actually of more relevance than EP .
The reason is that if there are no potential forwarders at all, greedy routing
fails anyway and BLR switches to backup mode. The conditional probability
for two events A and B is given by

P (A|B) =
P (A

⋂
B)

P (B)

For the probabilities of the Poisson distribution from (5.4) given that at least
one node is in the forwarding area, we obtain with (5.5) that

P (X = k|X > 0) =
e−

N·A
π

1− e−
N·A

π

(
N ·A

π

)k

k!

because, we have for k > 0 that P (X = k
⋂

X > 0) = P (X = k).
Thus, we obtain for E′

P

E′
P =

∞∑

k=1

e−
N·A

π

1− e−
N·A

π

(
N ·A

π

)k

k!
E(maxi≤k Xi) (5.13)

The graphs for EP and E′
P are given in Fig. 5.13(a) and 5.13(b). Unlike

the previous Fig. 5.12, the differences between the expected progress for the
different forwarding areas almost vanish. The reason is that there are fewer
nodes in the smaller forwarding areas of the sector and the Reuleaux triangle,
which compensates for their advantage in terms of progress. For very low node
densities the progress per hops is around 20% Fig. 5.13(a). This is caused by the
fact that the probability for no potential forwarder, i.e., an expected progress
of 0, is very large. If greedy routing fails, time and resources consuming actions
have to be taken anyway in backup mode. Therefore, as explained above, it
makes more sense to consider the conditional expected progress E′

P . E′
P is

significantly higher than EP for low node densities. Thus, the progress per hop
is still 60% and more, if greedy routing does not fail. For a higher number of
neighbors, the probability of having no potential forwarder at all is close to zero
and thus the differences between EP and E′

P become negligible. We cannot
compare directly the E′

P among the forwarding areas, because the probabilities
for no potential forwarders in the different forwarding areas are also different.
Thus, the conditional E′

P is increased disproportionately for the sector and
Reuleaux triangle, which explains the larger differences to the circle.

In Fig. 5.13(c), the ratio of the progress in the sector and Reuleaux triangle
to the progress in the circle is depicted. The expected progress of the Reuleaux
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Figure 5.13: Expected progress of forwarding areas

triangle is around 5% higher than of the circle independent of the number of
neighbors. Completely unlike the sector, where the progress is less than 90% of
the circle for a small number of neighbors. For higher node density the ratio
increases also to over 100% of the circle. Thus, given that greedy routing never
fails, it is advantageous to use the Reuleaux triangle as forwarding area in order
to minimize the number of hops to the destination.

From these results, we can also estimate the introduced additional delay
per hop by the DFD functions. Considering the linear DFD function (5.1),
the delay is basically the inverse of the expected progress. Thus, for 10 and
more neighbors, the expected progress is more than 70% of the transmission
radius, i.e., the expected delay per hop is less then 30% of the maximal delay
Max Delay and can be kept reasonable small.

However, as the probability for greedy routing to fail is not negligible, espe-
cially for lower node densities, we have to take the number of hops until routing
in greedy mode fails into account as derived in (5.6). In a last step, we now
combine the results from the previous sections to derive the Euclidean distance
until greedy routing of BLR fails for the different forwarding areas.
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5.3.5 Distance Until Greedy Routing Fails

We derive the Euclidean distance a packet can be routed in greedy mode before
it fails. This is basically the expected number of hops before greedy mode fails
of (5.6) multiplied by the expected progress of (5.12), which yields the expected
distance after that greedy routing fails.

ED =
∞∑

k=1

(
1− e−

N·A
π

) (
N ·A

π

)k

k!
E(maxi≤k Xi)

In Fig. 5.14(a), the distance is depicted for the different forwarding areas on
a logarithmic y-axis. In Fig. 5.14(b), the ratio of the distance of the sector
and Reuleaux triangle to the distance of the circle is again given separately for
clarity reasons. The ratio drops continuously for higher node densities, e.g., for
20 neighbors, the ratio drops to around 60% and 20% for the Reuleaux triangle
and circle, respectively.
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Figure 5.14: Distance until greedy routing fails

Thus, we conclude that the circle is the most appropriate forwarding area
as it covers by far the largest Euclidean distance until greedy routing fails, and
at the same time the progress per hop is only marginally lower than of the
Reuleaux triangle.

5.4 Simulations

5.4.1 Parameters and Scenarios

We implemented and evaluated BLR in the Qualnet network simulator [251].
The results are averaged over 10 simulation runs and given with a 95% confi-
dence interval, which is sometimes very small and barely visible. The payload of
the packets is 64 bytes and the interface queue length is set to 1500 bytes. Radio
propagation is modeled with the isotropic two-ray ground reflection model. The
transmission power and receiver sensitivity are set corresponding to a nominal
transmission range of 250m. We use IEEE 802.11b on the physical and MAC
layer operating at a rate of 2 Mbps. The simulations last for 900s and data
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transmission starts at 180s and ends at 880s such that emitted packets arrive at
the destination before the end of the simulation. The simulation area is 6000m
x 1200 m and nodes move according to the random waypoint mobility model.
We implemented the stationary distribution of the random waypoint model to
avoid having an initial warm-up phase. The pause time is set to 0 s because
higher pause times lead to pseudo static networks, cf. Section 2.4.2. Instead of
using the pause time as the parameter of the simulations, we varied the number
of nodes since the node density is a more critical factor for the performance of
BLR. (We will see that BLR is basically unaffected by mobility.) The minimal
and maximal speeds are set to ±10% of an average speed. The average speed
was set to 5 m/s to simulate a slightly dynamic network and to 20 m/s for a
highly dynamic network. We consider speed as a proxy for any kind of topol-
ogy changes, caused either by mobility, sleep cycles, interferences, adjustment
of transmission and reception parameters, etc. For BLR, the Max Delay is set
to 2 ms and the circle is used as the forwarding area, if not noted otherwise.
These choices are determined in a first phase where we simulated BLR over a
wide range of parameter values and the unicast and backup mode selectively
turned on/off. Afterwards, we compared the performance to GFG/GPSR in
several specific scenarios. The parameters of GFG/GPSR are set as suggested
in [123], i.e., beacons are transmitted at an interval of 1.5 s and the neighbor
time-out interval is set to 6.75 s. We did not use more sophisticated protocols
like GOAFR [116] due to two reasons. First, GOAFR is identical to GFG/GPSR
for greedy routing and only reduces the hop count if packets are routed in backup
mode. We are more interested in scenarios where we have high mobility and
greedy routing is possible most of the time. And secondly, as already mentioned
before, BLR could also implement the optimized backup mode of GOAFR.

5.4.2 Evaluating Different Parameter Values

To determine the impact of the different parameter choices of BLR such as the
forwarding area and the Max Delay, we simulated BLR without the unicast and
backup mode if not noted otherwise. The reason is that we are mainly interested
in greedy mode routing and the effects of routing packets also in backup or
unicast mode are difficult to eliminate a posteriori. Routing packets without
the backup and unicast mode means that packets are always broadcasted over
each hop and if routing fails in greedy mode, as there is no neighbor in the
forwarding area, packets are simply dropped.

Forwarding Area

In a first step, we wanted to determine the effect of the different forwarding ar-
eas. These simulations were conducted with a large Max Delay of 10 ms such
that the contention among the potential forwarders is minimized and only few
packets are dropped due to collisions. In Fig. 5.15, the delivery ratio of the
three forwarding areas is depicted for an average speed of 5 m/s and 20 m/s.
The number of nodes was varied from 250 to 1000 nodes, i.e., from a very sparse
network with approximately seven neighbors to a dense network with 27 neigh-
bors. For low node densities greedy routing fails and many packets are dropped
for all forwarding areas. Only for 750 nodes or more, the node density is high
enough that greedy routing is able to reliably deliver packets. This is the same
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node density also used in other papers about position-based routing protocols,
e.g. [123]. As we were interested in a performance comparison of the three for-
warding areas with greedy routing under lower and higher contention among the
potential forwarders, we also conducted simulations with lower node densities.
The circle and the Reuleaux triangle are almost equal with respect to the de-
livery ratio. As expected from the analytical assessment in the section 5.3, the
delivery ratio with the sector is significantly lower. Furthermore, we can observe
that the results are identical for both average speeds. The performance of BLR
does not suffer under mobility and changing topology because it is stateless and
does not store neighbor position which can become outdated. Thus, we only
will use the highly mobile network scenario with an average speed of 20 m/s
and the circle as the forwarding area from now on. The reasons to use the circle
are that the simulation results are almost identical and the analytical results
even marginally better for the circle than for the Reuleaux triangle. Considering
the fact that transmission ranges are irregular in realistic scenarios, the circle
may also be more appropriate than the Reuleaux triangle because more area is
centered at the middle and farther from the boundaries of the forwarding area.
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Figure 5.15: Comparison of different forwarding areas

Max Delay

A very critical parameter for the performance of BLR is Max Delay. A short
Max Delay would reduce the introduced delay per hop but would also increase
contention among potential forwarders, such that the overall delay may be even
higher than for a higher Max Delay. The higher contention may also increase
the packet losses. In Fig. 5.16, the results are shown with a varying Max Delay.
BLR again is simulated without the backup mode, because the impacts of rout-
ing packets in the backup mode on the overall performance are difficult to assess.
We only simulated with an average speed of 20 m/s because results from the
previous section have shown that the performance of BLR is invariant to net-
work mobility. The delivery ratio is almost unaffected by different values for
Max Delay. However, we can observe that the end-to-end delay is increased
from 10 ms to about 20 ms for a Max Delay of 2 ms and 10 ms, respectively.
Considering the fact that the average hop count is around 10, the delay per
hop is in the order of 1 ms and 2 ms, which is much shorter than the maximal
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possible additional delay between 2 ms and 10 ms. For a higher Max Delay, we
can observe that the end-to-end delay decreases for a higher node density. We
may expect that the potential forwarder with the largest progress is closer to
the transmission range boundary for higher node densities and, thus, calculates
a shorter Add Delay. The effect is hardly observable for Max Delay = 2 ms as
the increased contention on the MAC layer negates the shorter delay.

The reason that the shortest delay was measured with a node density of
250 is simply because only packets arriving at the destination contribute to the
average delay. For 250 nodes, the risk for a packet to be dropped because there
are no potential forwarders is higher for distant source and destination nodes.
Therefore, if packets arrive, the two nodes are rather close, which can be seen
from the smaller hop count in Fig. 5.16(c). Consequently, packets also have a
shorter delay. Because the results are very definite, we use a Max Delay of
2 ms in the following simulations.
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Figure 5.16: Comparison of different Max Delay values

DFD Functions

We also compared the performance of BLR with the two proposed DFD func-
tions in Section 5.2.1, namely with the linear and the exponential mapping from
the progress to the [0,Max Delay] time interval. The delivery ratio for the ex-
ponential DFD function is marginally higher as depicted in Fig. 5.17(a). The
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potential forwarders with a large progress, which eventually relay the packets,
are distributed over a larger time interval for the exponential DFD function
which reduces the risk of collisions. As the backup mode was not enabled in
these simulations, a packet may be easily lost if two potential forwarders broad-
cast simultaneously as none of the nodes in the two overlapping forwarding
areas successfully receive the packet. Potential forwarders close to the previous
transmitting node have a low probability that there is an other potential for-
warded that calculated a shorter Add Delay. Normally these close nodes will
not transmit the packet anyway and thus the timing of their retransmissions
is not important, i.e., they can be scheduled very close to each other without
having an effect. On the other hand, the delay was increased significantly with
the exponential DFD function Fig. 5.17(b). The linear function showed a more
than two times shorter end-to-end delay. The steep increase of the exponential
function yields much longer delays for the distant nodes. For example, if a po-
tential forwarder with a progress of 80% of the transmission radius transmits
the packet, the Add Delay is approximately three times longer with the expo-
nential function than with the linear function, cf. (5.1) and (5.2). Due to the
significantly shorter delay of the linear function, we apply the linear function in
the following simulations. We have to note however that the exponential DFD
function is not tailored to the shape of the circle as forwarding area. Therefore,
a more appropriate function may help to reduce the delay without affecting the
delivery ratio.
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Figure 5.17: Comparison of DFD functions

Varying Packet Size

Until now, we simulated BLR with a rather small packet size of 64 bytes. The
overhead of the UDP, IP, TCP, and MAC header sums up to approximately
100 bytes of control information per packet. Nevertheless, the size of the packet
remains small. In this section, we simulated BLR with varying payload lengths
of 64, 512, and 1024 bytes. The simulations were conducted with 500 nodes.
BLR only operates in greedy mode such that packets are dropped if a node
can no longer forward the packets in greedy mode and would need to switch
to backup mode. We again did not use the backup mode as its influence on
the delay and delivery ratio is hard to predict and distorts the results. The
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simulation results are depicted in Fig. 5.18 for the three different packet sizes.
We observe that the packet size does not have any influence on the delivery ratio.
The low delivery ratio of approximately 80% is because greedy mode of BLR
fails frequently and also simply because the rather sparse network is not always
connected. On the other hand, the average end-to-end delay increases constantly
from 11 ms to 27 ms and 48 ms. In order to asses whether BLR really has an
influence on the delay, we have to subtract the actual transmission delay from the
measured end-to-end delay. Assuming a total of 100 bytes of header information,
the transmitted bits on the physical layer per hop are approximately 1300, 4900,
and 9000 for the three packet sizes. If we multiply these numbers by the average
hop count, which is roughly nine for all packet sizes, and divide the result by
the data rate of 2 Mbps, we obtain a pure transmission delay of 6 ms, 22 ms,
and 41ms. Therefore, we can conclude that the measured end-to-end delay is
due to this transmission delay and BLR only adds approximately 5 ms to the
delay, independent of the packet size.

 0

 0.2

 0.4

 0.6

 0.8

 1

DelayDelivery ratio
 0

 10

 20

 30

 40

 50

D
el

iv
er

y 
ra

tio

D
el

ay
 [m

s]

64 Bytes
512 Bytes

1024 Bytes

Figure 5.18: Comparison of different packet sizes

Overhead

In this section, we evaluate the overhead induced by BLR. We are especially
interested in the number of duplicated packets. Packet duplication is especially
critical for BLR as data packet are broadcasted over all hops. Therefore, these
simulations were conducted without the unicast and backup mode. As packets
are only routed in greedy mode, many packets are dropped in sparse networks
because there are no potential forwarders. We had to approximate the number
of transmissions induced by packets which were not delivered to the destination.
Thus, for higher delivery ratios, i.e., with higher node densities, the calculated
values become more accurate. The values for the ratio of duplicated packets to
the total number of received packets at the destination are given in Fig. 5.19.
The ratio is close to 1, when we use the two-ray ground reflection model with
an isotropic transmission range. For sparser networks the ratio increases, but
also the confidence interval, which are both caused by the way we approximated
the overhead. Considering the error introduced by the approximation, the num-
ber of duplicated packets is basically independent of the network density. The
number of duplicated packets is less than 10% for a longer Max Delay of 5 ms
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and 10 ms. We can observe here now that a shorter Max Delay has also a cer-
tain negative impact. The number of duplicated packets is approximately 10%
higher caused by the increased contention among potential forwarders. More
potential forwarder will transmit simultaneously as the time is too short to
suppress efficiently other potential forwarders with a similar Add Delay. This
results in a duplicated packet per potential forwarder that is not suppressed.
The situation looks different in case of irregular transmission ranges. We con-
ducted the same simulations with the RIM propagation model with DOI = 0.01
and V SP = 0.5, cf. Section 2.4.3. A node recalculates its transmission range
with the RIM whenever it has moved 50 m, which may result in a completely
different transmission range. We introduced this behavior to reflect the changes
in the transmission range of a node caused by changing environmental factors
when the node moves. We can observe that the high inaccuracy of the approx-
imation remains for low node densities. Furthermore, the number duplicated
packets is significantly higher than in the two-ray ground reflection model as
nodes do no longer suppress each other reliably. We observed between 20% and
60% of duplicated packet depending on the parameters. The number of dupli-
cated packets increases for higher node densities. The reason is that for higher
node densities more neighbors are not suppressed by the previous transmitting
node, especially if its transmission range is small and does not cover the whole
forwarding area.

Considering the fact however that the overhead is in the best case 100% if
each packet is acknowledged on the MAC layer as it is done in unicast mode of
BLR and basically all other position-based routing protocols where packets are
sent by unicast, the number of duplicated packets in greedy mode of BLR with
irregular transmission ranges still remains low.
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Figure 5.19: Overhead with isotropic and irregular transmission ranges

5.4.3 Impact of Backup Mode and Unicast Option

Backup Mode

Until now, we only evaluated BLR without the backup mode as we were in-
terested solely in the performance of routing in greedy mode and, thus, results
should not be distorted by routing in backup modes. In this section we eval-
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uate now the performance of BLR with the backup mode such that a packet
can also be delivered if there are no potential forwarders. We first compare
the performance to BLR without the backup mode. The delivery ratio of BLR
with backup mode is increased significantly especially in sparse networks, where
greedy routing fails frequently Fig. 5.20. However, for 250 nodes, the delivery
ratio is still only around 70%. But this is not a characteristic of BLR, but can
be observed in other protocols as well, cf. to Section 5.4.4. The node density
is approximately the required minimum for a connected network. However, due
to mobility it may still happen that the network is temporarily disconnected
and no paths between source and destination exist. The increased delivery ra-
tio causes the higher end-to-end delay for sparse networks. Many packets are
delivered that have been routed in backup mode, causing additional delay per
hop and at the same time increasing the hop count on average. For higher node
densities, less packets are routed in backup mode and the delay approaches the
delay of BLR without backup mode.
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Figure 5.20: Impact of backup mode

Unicast Mode

For these simulations, the backup mode was again disabled to isolate the effects
of the unicast mode. As the unicast mode makes BLR somewhat stateful,
the unicast mode is especially critical to use in highly dynamic networks. In
Fig. 5.21, we can see that the delivery ratio and the average hop count are
almost identical for all node densities. As expected, the unicast mode shows
a slightly higher hop count. The reason is that due to mobility a suboptimal
neighbor may temporarily forward the packet, even if there are better located
nodes. Only when the unicast mode periodically switches back to greedy mode
to broadcast one packet, the ”best” node is detected again. We set the interval
at which a node broadcasts a packet again in greedy mode to 2 s.

The average end-to-end delay is increased by the unicast mode. The ex-
planation is that the statefullness introduced by the unicast mode has a major
impact for this frequently changing topology. Neighbor information may be-
come again outdated such that unicast packets cannot be delivered to the next
hop, which requires up to seven retransmissions on the MAC layer with IEEE
802.11 and adds on average 30 ms per unreachable next hop, cf. Section 4.2.2.
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Considering the actually observed delay of approximately 40 ms, this however
does not happen frequently, otherwise the delay would be much higher. A fur-
ther reason for the increased delay may be the required acknowledgments on
the MAC layer if unicast packets are transmitted. An ongoing transmission of
an acknowledgment may block the transmission of a data packet because IEEE
802.11 applies a CSMA (Carrier Sense Multiple Access) mechanism. These two
factors more than negate the saved time by the elimination of the additional
delay introduced by the DFD function at each node. Although, unicast mode
did not prove to be useful in these simulations, we have to keep in mind that
unicast mode was not introduced for such idealistic scenarios. Unicast mode
is expected to show its advantages in scenario where transmission ranges are
irregular, the packet error rate is high, etc.
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Figure 5.21: Impact of unicast mode

5.4.4 Comparison with GFG/GPSR

After having elaborated on the different components and parameters, we com-
pare BLR with a standard position-based routing protocol, namely GFG/GPSR.
We first compare their performance in the same scenario as already used before
and also in case of irregular transmission ranges. Then we also evaluate their
performance in some highly dynamic network for which BLR is particularly
tailored.
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Varying Node Densities

We simulated the protocols with an average node speed of 20 m/s. In Fig. 5.22,
the delivery ratio and the end-to-end delay are shown for different network
densities. Additionally to GFG/GPSR, we also used again the BL and BNU
protocols introduced in Section 4.4.2 for comparison. They use perfect neigh-
borhood information provided by the global data of the simulator, which allows
to give a ”theoretical” bound for the performance of position-based routing pro-
tocols. For low density networks, the delivery ratio of BLR and GFG/GPSR
are almost equal because packets are routed frequently in backup mode. The
backup mode of BLR is similar to the perimeter mode of GFG/GPSR, except
for the fact that it is reactive. As already discussed before, the low delivery
ratio of both protocols is due to temporarily partition of the network. This is
confirmed by the delivery ratio of BL and BNU, which were also not able to de-
liver all packets to the destination for lower node densities. For denser networks,
the delivery ratio increases for BLR to almost 100% whereas GFG/GPSR is not
able to deliver more than 90%. The delivery ratio reaches a peak at 500 nodes
and decreases again for higher node densities. BLR outperforms GFG/GPSR
especially in terms of end-to-end delay. The delay remains unaffected by the
node density and below 30 ms. GFG/GPSR on the other hand has a delay of
at least 200 ms, which is even increasing for higher node densities. The perfor-
mance of BLR was close to the end-to-end delay of the optimal BL and BNU
protocols. For clarity reasons, the end-to-end delays from Fig. 5.22(b) are given
on a different scale in Fig. 5.23. We can see that for higher node densities, the
delay of BLR is very close to the delay of BL and BNU because packets can be
routed in greedy mode all the time. For sparser networks, the delay of BLR is
marginally higher, which is caused by the transmissions of the beacon request
packets and the beacons in the backup mode. BL performs better than BNU
because it does not transmit beacons, which may collide with data packets.

As already explained in Section 4.4, the reasons for the much longer delays of
GFG/GPSR are mainly threefold. First, nodes broadcast beacons periodically
and for a dense network this may congest the network. Secondly, for a higher
node densities the chosen next hop is closer to the transmission range boundary
and has a higher probability of not being available, even though still listed in the
neighbor table. And third, due to the high mobility, we observed that packets
loop between nodes as the stored position about neighbors does not correspond
to the actual physical location of that node. Thus, not only the recovery mode
does not guarantee delivery in mobile networks, but already also the greedy
mode may fail.

Irregular Transmission Ranges

Routing protocols that use beacons to determine the one-hop neighbors are less
susceptible to irregular transmission ranges. There is a link to a certain neigh-
bor whenever a beacon is received from that neighbor independent whether the
transmission ranges are irregular. Beacons are used to determine this connec-
tivity in the local neighborhood. On the other hand, BLR assumes that nodes
at a distance less than a fixed transmission radius r always are able to receive
each others transmissions. This is however not true for realistic scenarios, where
transmission ranges may be highly irregular due to non-isotropic path losses,
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Figure 5.22: Comparison of BLR, GFG/GPSR, BL, and BNU
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Figure 5.23: Delay of BLR, BL, and BNU

heterogeneous signal sending power and alike. Therefore, we are especially in-
terested in the performance and behavior of BLR in such scenarios. We used
the RIM to model radio propagation and set the two defining parameters of the
model as follows; DOI = 0.01 and V SP = 0.5, cf. Section 2.4.3. Furthermore,
a node recalculates its transmission range after it has moved 50 m to reflect
the changes in its environment. The simulation results are given in Fig. 5.24.
Compared to the values of BLR with an isotropic transmission range in the
previous section, the delivery ratio decreased by approximately 10% in sparse
networks. The transmission range is often much smaller than in the isotropic
case. Thus, the size of the actual forwarding area is further reduced, i.e., also
the number of potential forwarders. For denser networks, the delivery ratio and
the delay remained basically unaffected for BLR even though the hop count
is increased by approximately 50% (not shown). GPSR suffers also slightly in
terms of delay and delivery ratio. The reason is that the changing transmission
ranges calculated by the RIM propagation model whenever a node has move a
certain distance further increases the inaccuracy of the neighbor tables.
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Figure 5.24: Comparison of BLR and GFG/GPSR with irregular transmission
ranges

Highly Dynamic Networks

Highway We conducted simulations in an area of 20000 m x 50 m where 1000
nodes move according to the random waypoint mobility model with an average
speed of 30 m/s, i.e., the minimal and maximal speed are set to 27 m/s and
33 m/s, respectively. Although, nodes on a highway do not move according to
the random waypoint model, the chosen values approximate a typical highway
scenarios. The large ratio between length and width of the simulation area
causes nodes to move either in the same direction or against each other. The
relative speed of two nodes is either very small if they move in the same direction
or up to 60 m/s if they move in opposite directions. The results for these
simulations are given in Table 5.1. Especially in such scenarios, BLR is able to
show its advantages over a stateful position-based protocol. Even highest node
speeds do not affect the delivery ratio and BLR is still able to deliver almost
97% of the packets. The few packet losses are rather due to temporary network
partition than wrong routing decisions. BLR almost never makes any wrong
routing decision and packets can be delivered within a fraction of a second over
22 hops. On the other hand, GFG/GPSR suffers drastically. Although it is still
able to deliver 60% of the packet, the average end-to-end delay is two order of
magnitudes higher than of BLR. The reasons are as illustrated in Section 4.2
that an unreachable neighbor introduces approximately 30 ms, if IEEE 802.11
is used on the MAC layer. The high mobility may result in the selection of
several unreachable neighbors before the packet can be delivered to the next
hop. The three times higher hop count of GFG/GPSR is caused by the fact
that the positions as stored in the neighbor table do not correspond to the
actual nodes’ positions. This results in suboptimal selection of the neighbors,
sometimes located even in the opposite direction of the destination.

Limitations of BLR As BLR performed still very good in the highway sce-
nario, we also ran simulations with even higher nodes speed. Therefore, we
simulated again 1000 nodes on 6000m x 1200 m where they move constantly
with 100 m/s, i.e., minimal and maximal speed are both set to 100 m/s. In
Table 5.2, the performance results are given for BLR and GFG/GPSR. The
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BLR GFG/GPSR
Delivery ratio 0.9669 0.6009

Conf. Inter. Ratio 0.0130 0.0619
End-to-end delay [s] 0.02487 2.70966
Conf. Inter. Delay [s] 0.00252 0.64082

Hop count 21.86 60.32
Conf. Inter. Hop count 2.18 0.42

Table 5.1: Comparison of BLR and GFG/GPSR in highway scenario

BLR GFG/GPSR
Delivery ratio 0.9772 0.2169

Conf. Inter. Ratio 0.0039 0.0269
End-to-end delay [s] 0.00996 1.50114
Conf. Inter. Delay [s] 0.45 0.26868

Hop count 8.45 61.69
Conf. Inter. Hop count 0.36 0.18

Table 5.2: Comparison of BLR and GFG/GPSR in highest speed scenario

delivery ratio of BLR is even higher than in the highway scenario before, which
supports the explanation that packet loss in the highway scenario is due to
network partition rather than the inability of BLR to cope with the dynamic
topology. The average end-to-end delay is also shorter than in the highway
scenario simply because the path between the source and destination is shorter.
GFG/GPSR is no longer able to deliver packets in an ordered and controlled
fashion to the destination. The reason that some packets are delivered is rather
because the destination has moved coincidentally into the range of the source,
or any other node which currently holds the packet. We mention again that
the chosen scenarios are especially tailored for BLR. In both, the highway and
this scenario, packets can be forwarded in greedy mode most of the time due to
the high node density. The performance of BLR may suffer in scenarios where
packets are routed in backup mode, which is stateful. However, considering the
results of Section 4.4.7 where the performance of GFG/GPSR with a reactive
beaconing mechanism still showed superior or at least equivalent performance
compared to the standard GFG/GPSR protocol, BLR should also not perform
worse than GFG/GPSR when packets are often routed in backup mode. Basi-
cally because the backup mode of BLR is similar to a reactive GFG/GPSR. This
conclusion is also supported by the results in Fig. 5.22, where packets are routed
frequently in backup mode for the sparsest networks with 250 nodes. However,
still if packets are routed frequently in backup mode, BLR and GFG/GPSR
showed the same delivery ratio and BLR clearly outperformed GFG/GPSR in
the end-to-end delay.
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5.5 Implementation in a Linux Testbed

5.5.1 Implementation

Overview

The target platform of the implementation is GNU/Linux. We used Gentoo
Linux [260], although any other GNU/Linux distribution based on Linux 2.6
will work for our implementation. We integrated BLR logically correct within
the protocol stack as depicted in Fig. 5.25 such that it is transparent to the upper
layers and applications. Consequently any application such as HTTP, ssh, ping
and also ICMP can be run unmodified. The BLR protocol was however imple-
mented in the user space of Linux due to simplicity reasons. Therefore, outgoing
packets (solid line) have have to be intercepted and processed accordingly be-
fore being passed to the physical wireless network adapter. More specifically,
we introduced a virtual interface tun0 provided by the tuntap [261] device.
A new route that redirects all traffic to the BLR network (private destination
IP-Addresses 10.0.1.0/24) through tun0 is added to the system routing table.
Consequently, Internet traffic is not affected by the BLR application and routed
as normal directly to the 802.11 interface. By listening on tun0, the BLR appli-
cation can catch all traffic sent to the BLR network and inserts the BLR header
and updates the IP header. Afterwards, packets are sent via the pf_packet fa-
cility, which allows the sending of Ethernet and IP packets directly to the 802.11
network adapter. Incoming packets (dashed line) are passed over pf_packet to

Application BLR

tun0_If. 802.11

IP

TCP/UDP

pf_packet

Kernel

User Space

Figure 5.25: Implementation of BLR in the protocol stack

the BLR application and are either forwarded to the next hop or passed to lo-
calhost, depending on the destination address in the IP header. When packets
are forwarded, the BLR application only updates the BLR header and addition-
ally delays the packets by the newly calculated Add Delay before the packets
are passed again via pf_packet to the network adapter. On the other hand,
when the packet is destined for this host, the BLR header is stripped off and

109



the changes done by the sending BLR application in the IP header are reversed.
Afterwards, the packet is forwarded through the tun0 to the application.

A problem occurs because pf_packet actually creates a copy of all incoming
packets. One copy is passed to the BLR application, while the original packet is
passed to the kernel and from there to the application. The original packet has
to be blocked somehow. This is achieved by deploying the IPtables [262] packet
filter right after the pf_packet facility. This filter blocks all incoming traffic that
has the protocol number of BLR set in the IP header. For broadcast packets,
this blocking would not be necessary since the kernel simply drops broadcast
traffic with a protocol number for which there is no open socket. However, when
the kernel receives unicast traffic with an unknown protocol number, it sends
an ICMP destination unreachable message back to the sender, which has to be
avoided.

Another option when implementing a routing protocol prototype would be
to implement it on the application layer as it is commonly done. However
that means that other applications have to tunnel data packets through the
routing protocol, i.e., they have to perform a kind of application layer tunneling.
Although, the implementation and management of a routing protocol on the
application layer is simpler, it has several drawbacks. The most severe is that
that each application has to use a specific API which requires the adaptation of
each and every used application. Furthermore, Transport and IP layer headers
are added to the routing protocol packets and, thus, increase the overhead.

BLR Application

The BLR application is split into three separated processes as depicted in
Fig. 5.26. The main process receives/sends the packet from/to the localhost/network,
transforms and updates headers, calculates the Add Delay, and manages packet
timeouts, unicast route information, as well as a list of duplicate packet IDs.
The GPS process is connected to an external GPS device and provides location
information. The sendqueue process receives outgoing packets together with
the calculated Add Delay from the main process and sends the packet after
the indicated delay. If the main processes receives a packet from pf_packet,
it calls the sendqueue process in order to determine if the packet is queued for
transmission. If so, another node forwarded the packet first and the sendqueue
process can remove the packet from the queue.

The size of the BLR header is 32 bytes and has the following fields.

• Packet type (1 byte): DATA, LOCATION-REQ, LOCATION-REPLY,
etc.

• Original protocol (1 byte): Protocol number of TCP, UDP, ICMP, etc.
The BLR header is inserted between the IP and transport layer header.

• Sequence number (2 bytes): To unambiguously identify a packet together
with the source address.

• Backup distance (4 bytes): Distance to destination where greedy routing
failed.

• Position information (8 bytes each): Position of previous node, the source
and destination node. The previous node and destination node positions
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are required to calculate Add Delay. The source node’s position is used
to update location information at peers.

pf_packet

tun0_If.
localhost

WLANGPS-
recv.

main

WLAN pf_packet

localhost
tun0_If.

GPS

Position/Time

serial
(NMEA)

send-

queue

Figure 5.26: Running processes in the BLR application

In the following, we describe in more detail the processes and how packets are
handled.

GPS Process The GPS process is connected to an external GPS device,
which it polls for changes in location information. It parses the GPS data and
passes position updates to the main process. The connection is established
through an RS-232 interface and the GPS information is transferred with the
NMEA-0183 protocol [263] from the GPS receiver to the laptops.

Sendqueue Process The sendqueue process is responsible for queuing the
packets according to their respective dynamic forwarding delay. It receives
packet/delay tuples from the main process and maintains an ordered list of all
pending packets. When the associated timer expires, the packet will be sent
to pf_packet. The queue is implemented separately from the main process,
because packet delays are independent of each other and must not be accumu-
lated. The sendqueue further handles the deletion of packets from the queue,
whenever the main process detects that another node has already forwarded a
pending packet.

Main Process This is by far the most complex process and is responsible for
switching packets between components, management and coordination of the
other components, execution of the BLR functions, etc. When the main process
receives an IP packet through tun0, it inserts the BLR header and updates the
IP header. Changes are necessary in four IP header fields.

• The source address needs to be changed from the IP address of the tun0
interface to the IP address of the outgoing interface.

• The packet length fields needs to be increased by the size of the BLR
header.

• The protocol field is changed to 254, which we used for the BLR protocol.
The original protocol number is stored in the BLR header.
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• Finally, the header checksum needs to be recalculated.

Furthermore, it calculates Add Delay and forwards this along with the packet
to the sendqueue process. It also maintains a hosttable to store information
about known destinations, namely their most recent positions and the next hop
to reach them if unicast mode is used. The packetlist caches packets that have
been sent and have not yet been acknowledged, together with a timeout value
for each packet. packetlist also handles retransmissions in case of timeouts.
Whenever BLR has to switch to backup mode, it takes some time until the
next hop is determined due to the sending of the beacon request packet and
the time until the beacons from the neighbors are received. The backupqueue
caches outgoing packets that have to wait to be forwarded until the backup
mode setup is completed.

5.5.2 Challenges

In this section, we briefly review the main challenges we faced during the im-
plementation in the Linux testbed as opposed to the previous implementation
in the simulator.

Localization

The localization of the destination is a research aspect in itself and several so-
lutions have already been proposed (see [81] for an overview). Therefore, a
common assumption of most position-based routing protocols is that the po-
sition of the destination is somehow known. In the network simulator, it can
be implicitly assumed that this position information is available. In reality, we
have to implement a mechanism that provides the position. As it was not our
aim to implement a fully functional location service and it would not be ap-
propriate for a small testbed with few laptops, we chose to implement a simple
request-reply mechanism based on flooding. In case of unidirectional traffic, po-
sition information is invalidated periodically, and the source broadcasts a new
location request. In case of bidirectional traffic, or simply if TCP is used, des-
tination locations are not invalidated, but the position can be simply extracted
from packets returning from the destination, namely from the source field in the
BLR header. Thus, the overhead can be reduced to the initial flooding of one
location request packet.

Duplicated Packets

The objective of the unicast mode is to reduce the number of duplicated pack-
ets. However, still transmissions over intermediate hops are broadcast. In ideal
conditions of a network simulator, radio propagation is modeled by simple mod-
els, which typically yield isotropic transmission ranges. In reality however, we
observed many duplicated packets due to irregular transmission ranges. There-
fore, we additionally implemented a filtering mechanism. Each node matches
the uniquely identifying source address and sequence number of a packet against
a table containing the recently received and also overheard packets. If a dupli-
cate is detected, the node broadcasts a control packet suppressing the further
forwarding of that packet by its neighbors.
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IP Fragmentation

The BLR header is part of the IP payload in the current implementation. Thus,
if fragmentation occurs, only the first IP fragment will contain the BLR header.
The header is however required to route packets by BLR. Subsequent fragments
will not contain the BLR header and will simply be dropped, because nodes do
not know how to process them. Therefore, IP fragmentation has to be avoided.
To achieve this, the MTU of the virtual tunnel interface is decreased by the size
of the BLR header, which is inserted before Transport layer header, in order to
avoid fragmentation at the source node. Additionally the DF (Don’t Fragment)
bit is set in the IP header such that intermediate nodes do not fragment the
packet. PMTU (Path MTU) discovery is used to handle links where the standard
MTU is too large.

MAC Layer Control

If a unicast packet is not acknowledged, the MAC layer retransmits a packet up
to seven times before giving up. In the network simulator implementation, the
MAC layer can signal a failed transmission to the upper layer, which in turn
selects another next hop and passes the packet again to the MAC layer. This
mechanism is also applied by BLR [255] and GPSR [123]. Without this opti-
mization, many unicast packets would be dropped due to unreachable neighbors,
and recovery is left to TCP or the application. This severely decreases network
performance as retransmissions are end-to-end and not link retransmissions. In
a Linux implementation of BLR with WLAN cards however, the MAC proto-
col is largely implemented in the firmware of the 802.11b card, which makes
accessing the mentioned functions virtually impossible.

Interrupt Granularity

The Max Delay can be chosen in the order of some milliseconds based on the
results from the network simulator. Basically, Max Delay indicates the range
over which potential forwarder schedule their retransmissions. The Linux kernel
has a limitation that severely affects the possible value of Max Delay, namely
the granularity of the timer interrupts. This granularity is defined by a compile-
time kernel constant called HZ. On Linux kernels 2.6 or newer, this constant is
set to 1000 resulting in timer events every 1 millisecond. (In kernel 2.4 and older,
the HZ was set to 100). This means that the select() system call, the heart of
network programming, returns at 1 millisecond intervals only. Consequently the
granularity of Add Delay is also only 1 millisecond. Therefore, a rather long
Max Delay has to be chosen to reduce the risk that all nodes transmit simulta-
neously and limit the usefulness of the DFD concept. (In [255], it was proposed
to set Max Delay = 2 ms based on simulation results, which is definitely too
short for the Linux implementation.) However, the longer Max Delay also in-
creases the end-to-end delay. While possible in theory, a further increase of the
HZ value is not yet completely supported by the Linux kernel. Even if possible,
the raising of the HZ also increases the overall timer overhead as more timer
interrupts are generated. This may not be an issue for our testbed where no
other applications are running, but definitely it will be for small mobile devices
with limited computation resources.
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5.5.3 Experiments

Equipment and Configuration

The testbed consists of 5 laptop computers running Linux 2.6. Each laptop is
equipped with an IEEE 802.11b WLAN cards. The cards are configured to run
in ad-hoc mode without RTS/CTS, i.e., the DCF of 802.11b is used, and the
data rate is set to 2 Mbps. The hardware equipment is heterogenous, i.e., the
laptops are from different manufacturers. The same applies to the WLAN cards,
some laptops have built-in cards, while other use Orinoco WLAN cards plugged
in the PCMCIA-slot. Each laptop also has a GPS receiver connected via the
serial RS-232 line. The GPS devices are not only used for providing positioning
information to the nodes, but we also use GPS for timing information. This
information is provided once per second. The timing information is actually
not required for the BLR protocol, but only for performance measurements.
The accuracy of the information is as low as 5 m and 200 ns for the positioning
and timing information, respectively.

In this section, we present the results from experiments that were conducted
in the laboratory in order to validate the implementation and for reference
purposes, which allow a comparison with future outdoor experimental results.
As the GPS receivers do not work in indoor environments, the position of the
laptops had to be hardcoded to yield a virtual topology. Therefore, the positions
and the distances between nodes in this virtual topology do not match the
actual physical location of the laptops. Furthermore, all laptops are placed on
a table within a few meters of each other and thus could physically receive all
transmissions of all nodes. To ensure that a laptop only processes the packets
from laptops within the transmission range in the virtual topology, a filter based
on MAC-Addresses has been implemented. This filter operates directly on the
pf_packet socket and simply drops packets from out-of-range nodes in order to
match the physical and the virtual topology such that the BLR application never
sees packets from virtually out of range nodes. This approach saves processing
work on the side of the BLR application since the kernel does all the necessary
filtering. The implementation of the MAC filter is done by means of the Berkely
Packet Filter (BPF) language [264]. The GNU/Linux implementation is called
Linux Socket Filter (LSF) and is compatible with the BPF language.

Traffic is sent by the ping utility, which yields the round trip time RTT, also
simply referred to as delay in the following. For each measurement, 2000 ICMP
echo requests were sent, which together with the echo replies result in 4000 total
data packets. The transmission rate had to be limited to 10 echo request per
second, because all nodes are physically within each other transmission range.
Thus, a transmission of a node blocks all other nodes on the MAC layer, and not
only the neighbors in the virtual topology. The default packet size was set to
56 bytes, including the ICMP, IP, BLR, and MAC header this yields 180 trans-
mitted bytes. The experiments were conducted with a rather long Max Delay
of 5 ms and 25 ms to reduce the risk that nodes transmit simultaneously due to
the low interrupt granularity as explained before in Section 5.5.2. The trans-
mission range for calculating the Add Delay was set to a 250 m and the unicast
mode was switched off by default. We used four topologies for the laboratory
experiments as depicted in Fig. 5.27, called chain, pairs, contention, and backup
topology.
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Figure 5.27: Topologies for the experiments

Chain Topology

The chain topology is the most simply topology as no contention occurs and only
one node always will forward the packet. The forwarding node is located at the
boundary of the transmission range and almost immediately forwards the packet
without introducing Add Delay. Thus, the RTT is basically independent of the
Max Delay as shown in the histogram in Fig. 5.28, which shows the distribution
of the measured RTTs. The average is in both cases 17.4 ms and the delivery
ratio was always 100%. Considering the fact that a packet is transmitted over
eight hops (four hops from the source to the destination for the echo request
and four hops back to the source for the echo reply), the measured RTT is
approximately only 2 ms per hop.

 0

 200

 400

 600

 800

 1000

 1200

 14  15  16  17  18  19  20  21

N
um

be
r 

of
 p

ac
ke

ts

Delay [ms]

5ms
25ms

Figure 5.28: Chain topology with Max Delay = 5 ms and Max Delay = 25 ms
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Pairs Topology

The results from the pairs topology are given in Fig. 5.29. In this topology,
a packet is again transmitted over eight hops. However, the delays now vary
strongly for the two different Max Delay as expected. The two transmissions
from the nodes with only 20 m progress are delayed significantly as they calculate
a long Add Delay, which is close to Max Delay according to (5.1). This yields
in the pairs topology delays of approximately 30ms and 80 ms for Max Delay =
5 ms and Max Delay = 25 ms, respectively.
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(c) Unicast mode and Max Delay = 5 ms

Figure 5.29: Pairs topology

In the pairs topology, we also evaluated the impact of the unicast mode. Al-
though packet duplication is not an issue as only one potential forwarder exists,
the delay is affected. Recall that in unicast mode, the packets are forwarded
without introducing Add Delay if the next hop is known. In Fig. 5.29(c), the
histogram of the measured delays with Max Delay = 5 ms is shown. The de-
lay is significantly shorter than when packets are always broadcasted in greedy
mode and is reduced from 29 ms to 16 ms. We can also see that there are some
packets with longer delays around 25 ms. The reason is that the unicast mode
switches to greedy mode every 5 s in order to detect possibly better located
neighbors. Packets transmitted in greedy mode are again dynamically delayed
at each node and not immediately forwarded as in unicast mode.
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Contention Topology

In the contention topology, three nodes receive the transmitted packet from
the source node and schedule the packet for forwarding as they are all within
the forwarding area. They calculate different Add Delay however and the first
transmitting node suppresses the others accordingly. In Fig. 5.30, the distribu-
tion of the delays is shown. We can observe that the delay is quite short around
8 ms compared to the previous investigated topologies because a packet is only
transmitted over four hops (two hops to the destination and two hops back to
the source).
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Figure 5.30: Contention topology with Max Delay = 5 ms

Backup Topology

In a last experiment, we validated the backup mode of BLR. There is no node
located in the forwarding area and the packets are routed in backup mode
for three hops until arriving at the node closer to the destination than the
source. When packets are generated at 10 packets per second, we measured two
different RTTs of approximately 40 ms and 60ms as depicted in Fig. 5.31(a).
The reason is that while the backup mode acquires neighbor information if
greedy forwarding failed, i.e., during the beacon request reply dialog, other
arriving packets are queued in the backupqueue. When the backup mode setup
is completed, all queued packets are sent immediately to the next hop, thus,
some packets in the queue encounter shorter delays. The first following packet
again has then to wait until the request reply dialog is completed. On the other
hand if packet are generated at 2 packets per second, all packets have a delay of
approximately 60 ms. The reason is that there are no packets arriving at a node
before the backup setup was completed and the previous packet was already
forwarded to the next hop. However, the delay is still quite short considering
the fact that nodes have to transmit a request for beacon packet and wait until
neighbors have replied.

General Observations

Until now, we only considered the measured delays in the experiments. We
can conclude that the delays are short, are as expected, and vary only slightly
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Figure 5.31: Backup topology with Max Delay = 5 ms

around the mean. The other quantitative performance metrics were simply not
suited to be depicted graphically and are briefly discussed in the following. In
all four topologies, the delivery ratio was always 100%. This is not surprising
considering the fact that the nodes are physically close to each other, even if
they are distant in the virtual topology. Furthermore, we observed that in the
chain, pairs, and contention topology, there was approximately one packet per
thousand transmitted unexpectedly in backup mode. The reason was that very
rarely some packets showed a higher delay and collided with subsequent trans-
mitted packets which caused the required retransmissions in backup mode. This
effect is especially obvious in the laboratory where all nodes are within trans-
mission range. Furthermore, we observed very infrequently duplicated packets,
again in the order of some few per thousand. However, they could be success-
fully suppressed at the next node by transmitting a control packet as described
in Section 5.5.2. Thus, no duplicated packet arrived at the destination node.
Especially for the contention topology, the few duplicated packet indicate that
the first transmitting node is able to successfully suppresses the other potential
forwarders.

Thus, we can summarize that the forwarding of the packets in the greedy,
unicast, and backup mode of BLR was as expected. The results also indicate
that BLR is able to deliver packet over multiple hops in a short time. Packets
are forwarded reliably and the delivery ratio was always 100%. Furthermore,
the forwarding nodes successfully suppressed the other potential forwarders and
acknowledges also the previous node reliably, because basically no duplicated
packets were observed.

5.6 Conclusions

In this chapter, we proposed and evaluated the Beacon-Less Routing protocol
(BLR). BLR is based on a new routing paradigm where forwarding decisions
are taken at the receivers of a packet instead at the sender, which allows to
route packet without any neighbor information. The sending node broadcasts a
data packet that is delayed dynamically at the receiving nodes before rebroad-
casting. The delay is calculated depending on the nodes’ positions. The first
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node which retransmits the packet suppress the others. If routing in greedy
mode fails, a more time- and energy-consuming backup mode is applied. We
first evaluated BLR analytically and derived some general properties about the
expected behavior. Then, we compared the performance of BLR to a standard
position-based routing protocol GFG/GPSR by simulations. The delivery ra-
tios were similar for low density networks where BLR forwards packets often
in backup mode. The delay remains significantly below that of GFG/GPSR
because of the statelessness of BLR which almost completely eliminates wrong
routing decisions. In dense networks, the performance of BLR was even close to
the ”theoretical” optimum in obtained by the BL protocol which uses perfect
neighborhood information. In backup mode of BLR, the forwarding decisions
are again taken no longer at the receivers but at the sender of a packet like
conventional position-based routing protocols. However, as the backup mode is
reactive, where beacons are only sent when requested, is also superior to a sim-
ple periodical beaconing as it was shown in Section 4.4.7. The introduced delay
of the reactive approach more than compensates for the fewer wrong routing
decisions. As long as BLR is able to operate in greedy mode, the performance of
BLR significantly better than GFG/GPSR. The performance was even close to
the ”theoretical” optimum in terms of delay. Furthermore, its statelessness en-
ables BLR to be almost completely unaffected by mobility. Even for most highly
dynamic networks with nodes moving at 100 m/s, neither the delivery ratio nor
the end-to-end delay suffered and still 97% and more of the packet could be
delivered to the destination. Although, the MAC protocol may have a major
impact on the performance and the behavior of the routing protocol and the
results may look different with other MAC protocols, the general observations
and conclusions should hold as well.

However, the advantages of BLR in dense and highly mobile networks over
position-based routing protocols with neighbor knowledge comes at a certain
cost. The main problem of BLR is packet duplication as forwarding decisions
are taken in a distributed manner at the receivers such that we have to ensure
that potential forwarders are able to overhear each other. Even with a simple
network model with isotropic transmission ranges, greedy routing is limited to a
limited area. More precisely, the area which allows greedy routing is about half
the size of other position-based routing algorithms. Consequently, greedy mode
will fail much more often and BLR requires a rather high node density in the
direction of the destination. For realistic scenarios, there are several reasons that
prevent potential forwarders nevertheless to detect transmissions from other
potential forwarders such as obstacles, irregular transmission ranges, bit error
rates, etc., so that we face a large number of packet duplications. Assuming that
the network does not get congested due to these packet duplications, neither
the end-to-end delay nor the delivery ratio suffers. They can even be improved
due to these redundant packets. Thus, the drawbacks of packet duplication is
restricted in such scenarios to the additionally consumed network resources such
as bandwidth and battery power however. BLR also provides some mechanisms
to limit the duplicated packets so that they are often only transmitted over one
hop and suppressed again at the following receivers.

A further important finding of this chapter is that GFG/GPSR and, thus, all
position-based routing protocols that require neighbor knowledge and transmit
beacons, are not able to operate in highly dynamic scenarios where neighbor
information is outdated quickly. Thus, this is an indication that stateful protocol
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may also not be appropriate for sensor networks where network topology changes
frequently due to sleep cycles of nodes.

We can summarize that BLR has its advantages in the timely delivery of
packets which is not affected by topology changes and is much shorter than of
other positions-based protocols if node density along the routed path is high.
However, even if BLR does not require nodes to transmit beacons, it is not
sure how total energy consumption is affected due to the duplicated packets
and the required operation of nodes in promiscuous mode. Considering the
facts however that other position-based protocols transmit beacons that need
to be processed at all receiving nodes and that many retransmissions occur if a
next hop is unavailable, the total power consumption of BLR should normally
remain below that of other position-based routing protocols. A detailed analysis
would be required in order to have further evidence, which is unfortunately out
of scope of this thesis. A possible application area could be vehicular ad-hoc
networks where messages are routed along a highway where power consumption
is not an issue.

As the concept of dynamic forwarding delay DFD showed promising results
for a unicast routing protocols, it was just a logical step to use the same concept
also for other operations in wireless multihop networks. In Chapter 6, we con-
sider broadcasting with the objective to deliver a packet reliably and efficiently
to all other nodes in the network. Unlike for BLR, the proposed broadcasting
protocol DDB has the advantage that no forwarding zones and unicast modes
have to be implemented to alleviate the problem of packet duplication as pack-
ets are anyway broadcasted and duplication is required. In DDB, a node simply
determines when to rebroadcast a packet with a dynamic forwarding delay DFD
function according to its probability to reach new neighbors or any other metric.
A threshold is used to suppress nodes that have no, or little probability to reach
new nodes.
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Chapter 6

Dynamic Delayed
Broadcasting (DDB)

6.1 Introduction

In this chapter, we present a simple and stateless broadcasting protocol called
Dynamic Delayed Broadcasting (DDB) that allows locally optimal broadcasting
without any prior knowledge of the neighborhood. This is achieved by the use
of the dynamic forwarding delay (DFD) concept, which was also already used
in the stateless BLR position-based routing protocols in Chapter 5. DFD de-
lays the transmissions dynamically and in a completely distributed way. Nodes
compute a short delay by applying a DFD function in order to determine when
to rebroadcast a message based solely on the information available at the node
itself and the information given in the broadcast packet. The same information
is also used to decide whether a packet is rebroadcasted at all. The concept
of DFD supports the optimization for different metrics such as the number of
retransmitting nodes, end-to-end delay, network lifetime, etc., and can take dif-
ferent parameters as input such as distance to other nodes, incoming signal
strength, etc.

As DDB does not require any transmissions of control messages, it does not
cause any control traffic overhead and conserves critical network resources such
as battery power and bandwidth. Furthermore, it is highly scalable in dynamic
networks. Due all these characteristics, DDB is especially suited for networks
with highly dynamic topologies or strict power consumption constraints such as
vehicular ad-hoc and sensor networks.

We first describe the details of DDB in section 6.2. Some characteristics and
properties of DDB are then studied analytically in Section 6.3. In Section 6.4,
we evaluate DDB by simulations over a wide range of network scenarios. Finally,
we conclude the chapter about DDB in Section 6.5. Further information can
also be found in the publications about DDB [265], [266].
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6.2 Description of DDB

6.2.1 Introduction

We assume that nodes are aware of their absolute geographical location by any
means. Many applications in sensor and vehicular ad-hoc networks already re-
quire per se location information. This location information available for free
can be used to optimize lower network operations such as routing and broad-
casting. However it is not required that a node has any information about
its neighborhood. Thus, no hello messages have to be transmitted periodically
which saves scarce resources like bandwidth and battery power. The last broad-
casting node only stores its current position in the header of the packet. This
is the only external information required by other nodes in order to calculate
when and whether to rebroadcast. Location information may not always be
available however. DDB can also operate without location information and
use incoming signal strength to approximate the distance to other transmitting
nodes. As usual, packets are uniquely identified by their source node ID and a
monotonically increasing sequence number. Like in BLR, there is only parame-
ters taken by the algorithm called Max Delay, which indicates the maximum
delay a packet can perceive per hop and is used to calculate the delay at the
nodes.

As mentioned before, the concept of DFD in DDB supports the optimization
for different metrics. We explicitly propose and evaluate in more detail DDB
with four different DFD functions. The first two DFD functions aim at reducing
the number of overall transmissions to deliver the packet to all nodes in the
network. The first uses the distance to the previous transmitting node which
allows estimating the additionally covered area. The second uses the distance
itself. The third DFD function has the same objective of minimizing the number
of rebroadcasting nodes, but assumes that no location information is available
and instead uses the power level of the incoming signal to approximate the
distances between nodes. The fourth function addresses the problem of power
consumption and aims at extending the network lifetime by favoring nodes with
more residual battery energy. We refer to DDB with one of these four specific
DFD functions as DDBAC, DDBDB, DDBSS, and DDBRB, respectively. (AC,
DB, SS, and RB stand for ”Additional Coverage”, ”Distance-Based”, ”Signal
Strength”, and ”Residual Battery”, respectively.) DDB without subscript refers
to the general DDB protocol without any explicit DFD function.

6.2.2 Minimizing the Number of Transmissions

The objective of the first scheme DDBAC is to minimize the number of trans-
missions and at the same time to deliver the packet reliably to all nodes. Nodes
that receive the broadcast packet use the concept of dynamic forwarding delay
(DFD) to schedule the rebroadcasting and do not forward the packet immedi-
ately. From the position of the last visited node stored in the packet header and
the node’s current position, a node can calculate the estimated additional area
that it would cover with its transmission. Depending on the size of this addition-
ally covered area, the node introduces a delay before relaying the packet, where
the delay is longer for a smaller additional area. In this way, nodes that have a
higher probability of reaching additional nodes broadcast the packet first. Note
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that this is achieved without nodes having knowledge of their neighborhood.
Unlike stateful broadcast algorithms, the ”best” nodes for rebroadcasting are
chosen in a completely distributed way at the receiving nodes and not at the
senders. If a node receives another copy of the same packet and did not yet
transmit its scheduled packet, i.e., the calculated DFD timer did not yet expire,
the node recalculates the additional coverage of its transmission considering
the previously received transmissions. From the remaining additional area, the
DFD is recalculated which is reduced by the time the node already delayed the
packet, i.e., the time between the reception of the first and the second packet.
For the reception of any additional copy of the packet, the DFD is recalcu-
lated likewise. A node does not rebroadcast a packet if the estimated additional
area it can cover with its transmission is less than a rebroadcasting threshold,
denoted as RT , which also may be zero. Obviously, DDBAC can ”only” take lo-
cally optimal rebroadcasting decisions as nodes receive only transmissions from
their immediate one-hop neighbors and thus have no knowledge of other more
distant nodes which possibly already partially cover the same area.

To illustrate the complete procedure of the algorithm, consider the example
given in Fig. 6.1, where we assume a rebroadcasting threshold RT = 0. Fur-
thermore, we do not account for propagation and processing delay. They are
typically in the order of µs and negligible compared to the transmission delay
and the delay introduced by DFD which are several orders of magnitude higher.
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Figure 6.1: Example of the broadcast algorithm

Node A broadcasts a packet at time T = 0.0 ms. The packet is received at
neighbors B, E, C Fig. 6.1(a). These nodes determine the size of the additional
area they cover and introduce the additional delay accordingly. Let us assume,
nodes B,E, C calculate a DFD of 0.1 ms, 0.2 ms and 0.3 ms, respectively. Note
that node C has no knowledge that there are two other neighbors which are
located at a better position, i.e., calculate a smaller DFD. Similarly, nodes
B or E are not aware of their neighbors as well. As node B introduces the
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shortest additional delay and consequently rebroadcasts the packet first after
0.1 ms which is also overheard at nodes E an C Fig. 6.1(b). Upon the detection
of this transmission, they determine a new DFD depending on the remaining
additional coverage. Unlike before the transmission of node B, C calculates now
a smaller delay than E. Assume that node E and C calculate a new DFD of
0.7 ms and 0.4 ms minus the 0.1 ms they have already delayed the transmission.
Consequently, node C will rebroadcast the packet 0.3 ms later Fig. 6.1(c) already
at time T = 0.4 ms. Nodes D and E receive the packet and calculate the DFD
as 0.2 ms and 1.5 ms, respectively. Node D received the packet for the first
time only now, but it still schedules the rebroadcasting much earlier than node
E. Node D sends after 2 ms while node E is delayed 1.5 ms minus 0.4 ms from
the initial reception of the first copy of this packet. After node D transmits
the packet in Fig 6.1(d), node E drops the packet because it cannot cover any
additional area. The dynamic calculation and recalculation of the DFD always
assures that nodes that have a higher probability of reaching new neighbors
transmit first. As these nodes are located close to the transmission boundary,
the calculated delay is short and the packet should be disseminated quickly
within the network. In Section 6.3, we will give some analytical results about
the expected delay and additionally covered area by DDBAC.

DFD Functions

The explicit DFD function is crucial to the performance of DDBAC and should
fulfill certain requirements in order to operate efficiently. The function should
yield larger delays for smaller additional coverage and vice versa, if the objective
is to minimize the number of transmissions. We assume the unit disk graph as
the network model and thus a transmission range scaled to 1.

r
d

B

Additional Area

d/2

A

Figure 6.2: Additional covered area

Considering Fig. 6.2, we can determine the size of the additionally covered
area AC of node B’s transmission if it is at a distance d ∈ [0, 1] from the previous
transmitting node A as follows.

AC(d) = 2 ·
(∫ 1

− d
2

√
1− x2 dx−

∫ −d+1

− d
2

√
1− (x + d)2 dx

)
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which immediately yields

AC(d) =
d

2

√
4− d2 + 2arcsin

(
d

2

)
(6.1)

The size of the additional covered area is maximal if node B is located just
at the boundary of the transmission range of node A, i.e., if d = 1.

ACMAX =

(√
3

2
+

π

3

)
' 1.91

Consequently, one transmission can cover a maximum of ACMAX

π ' 61% addi-
tional area which was not yet covered by the transmission of other nodes, i.e.,
at least already 39% were covered by other nodes’ transmissions.

Taking into account this maximal ACMAX , we propose a DFD function
which is exponential in the size of the the additionally covered area, as it was
shown in [257], that exponentially distributed random timers can reduce the
number of responses. Let AC denote the size of the additionally covered area,
i.e., AC ∈ [0, 1.91],

Add Delay = Max Delay ·
√

e− e(
AC
1.91 )

e− 1
(6.2)

where Max Delay is the maximum delay a packet can experience at each node.
We also evaluated the linear and exponential DFD functions of BLR, cf. Sec-
tion 5.2.1. However, these functions showed an inferior performance. The reason
is that the potential forwarders of BLR are restricted to a rather small forward-
ing area, while with DDB all nodes which receive the packet compete to forward,
thus, increasing contention and collisions. The proposed function for DDB (6.2)
is similar to the exponential of BLR, but the square root distributes farther
nodes at the transmission range boundary over even a larger time interval and,
thus, reducing contention.

The function is depicted graphically in Fig. 6.3 for a Max Delay = 1. We see
that when nodes have a higher AC, the calculated DFD timers are distributed
over a larger interval, e.g., d1 for two nodes with 0.2 difference in the additional
coverage. Thus, the probability that a collision occurs at the first transmitting
nodes, i.e., the ones close to the transmission boundary, is lower. The timers
of nodes with only a small AC are closer to each other and e.g., only differ by
d2 for the same difference of 0.2 in the additional coverage. However, as they
transmit much later, they have received multiple transmission of other nodes
and may not require to retransmit at all because AC < RT .

Calculation of Additional Coverage The derivation of the additional area
AC a node can cover with its transmission is easy to calculate for just one re-
ceived packet. However, it gets more and more complicate when the node has
to calculate AC after having overheard several copies which requires to deter-
mine the intersection of several circles. We approximate AC in the following
way. The transmission range is covered with a grid of square cells as depicted
in Fig. 6.4(a).
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Figure 6.4: Grid cells

The size of the square cells determines the accuracy of the approximation.
Each node considers itself located at the origin of the coordinate system. When
a node A receives a packet from a node B, it calculates that node’s position
relative to its position (xr, yr) and uses the circle disk inequality given in (6.3)
to determine which of its grid cells are covered with B’s transmission and marks
the corresponding cells as shown in Fig.6.4(b).

(x− xr)2 + (y − yr)2 ≤ r2 (6.3)

A node proceeds analogously for each subsequent received copy of the same
packet and marks the unmarked cells which are covered by that transmission.
Thus, each node can now easily determine AC by dividing the number of marked
cells by the total number of cells. With a typical transmission radius of 250m
and a grid square sizes of 5x5 m, the divergence is in the order of 1%.

Minimizing the Number of Transmissions based on Distances

Instead of using the additional covered area, which can be computationally
expensive, the distance d between the transmitting nodes is used as an approx-
imation of the likelihood to cover additional area. Each node keeps track of
the minimal distance dmin ∈ [0, 1] to all nodes from which it received a copy of
the broadcast packet. After the reception of the first copy, dmin is simply the
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distance d to the transmitting node. Like DDBAC where AC was used to derive
the Add Delay, DDBDB uses dmin to calculate the additional delay in (6.4).

Add Delay = Max Delay ·
√

e− e
dmin

r

e− 1
(6.4)

Unlike the area-based variant of DDBAC, a node only recalculates the DFD if
the packet is received from a node which is closer than the currently stored dmin.
The rebroadcasting threshold RT is accordingly based on distances. A node with
a dmin smaller than the rebroadcasting threshold RTDB does not rebroadcast
the packet. The distance does not have the additive property of the additional
coverage and cannot be summed up so that the number of rebroadcasting nodes
is higher. For example, a node may have received many packets, but as none
was transmitted by a node closer than RT , the node rebroadcasts the packet
anyway.

Minimizing the Number of Transmissions based on Signal Strength

Dynamic Forwarding Delay (DFD) may also be applied to optimize broadcasting
in sensor and ad-hoc networks where nodes are not location aware. Instead of
using the distance to the previous transmitting node as the input to the DFD
function, nodes use the incoming signal strength. Packets received at higher
power levels are delayed more as one may assume that the sender is located
close by, i.e., for a higher signal strength, the DFD should calculate a larger
additional delay as we may assume that we are close to the transmitting node,
i.e., only cover little additional area. Signals can only be decoded if they are
received above the receiver sensitivity. If the signal strength just equals the
receiver sensitivity, the transmitting node is at the boundary of the transmission
range. Thus, we may assume that it has a large additional coverage area and
should retransmit quickly. For an attenuation factor a, a receiver sensitivity Sr,
and a received power of Pr measured in dBm, we propose the following DFD
function.

Add Delay = Max Delay ·

√√√√e− e
A
q

10(
Sr−Pr

10 )

e− 1
(6.5)

Basically, (6.5) corresponds to (6.4) of the distance based DDBDB, respectively.
A typical IEEE 802.11b WLAN card have a transmission power Pt of about
15 dBm and a receiver sensitivity Sr of −81 dBm. These values are just exem-
plary and are not fixed. The transmission power is normally subject to regu-
latory limitations and may vary in different countries. The receiver sensitivity
depends on the modulation scheme, i.e., on the data rate used, where lower data
rates normally use more robust modulation schemes which can still be decoded
at lower power levels, i.e., at higher distances.

Analogously, the rebroadcasting threshold is set to some signal strength value
and a node only transmits a packet if it has not received any packet at a power
level above this threshold. As the attenuation factor is normally not known,
it has to be estimated. The more accurate the estimation of the attenuation
factor is, the better the performance will be. An advantage of DDBSS based on
signal strength is that it is less sensitive to non-isotropic transmission ranges. If
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a node very close to the transmitting node receives a packet at a very low power
level, we may nevertheless assume that it is at the boundary of the transmission
range, e.g., due to a very high attenuation factor or a very power limited sender.
Furthermore, nodes do not need to store their position in the packet header.
This reduces not only the size of the packet and consequently the energy to
transmit and receive it, but also allows faster processing as packets remain
unaltered through the whole broadcasting. Thus, no overhead and external
information is required at all.

6.2.3 Maximizing Network Lifetime

The objective of extending the network lifetime can be complementary to the
objective of minimizing the number of transmissions to reach all nodes, cf. Sec-
tion 3.5.2. It may be beneficial that more nodes with a lot of residual battery en-
ergy broadcast a packet instead of fewer nodes with an almost depleted battery.
In scenarios, where the source of the broadcast message is almost uniformly dis-
tributed over all nodes in the network or mobility is high and movement patterns
are random, we may expect that the traffic load is also uniformly distributed
over all nodes, and thus the battery will deplete roughly at the same time at all
nodes. However, in many network environments, nodes rarely move and traffic
flows are highly directed. This especially applies to sensor networks where all
traffic is normally originating from or directed to one or a few designated sinks
and the mobility is rather low. If a deterministic algorithm is applied in such a
scenario, which does not take into account the battery level at the nodes, the
same nodes will always rebroadcast the packet. Consequently, some nodes will
deplete much quicker than others.

In DDBRB, the calculated delay by DFD depends solely on the residual bat-
tery level of a node and does not take into account the additionally covered area
and the signal strength. They are only used to determine whether to rebroad-
cast a packet, i.e., whether they are smaller than RT . Nodes with an almost
depleted battery schedule the rebroadcasting of the packet with a large delay
whereas nodes with a lot of remaining battery power forward the packet al-
most immediately. Consequently, energy is conserved at almost depleted nodes,
which increases their lifetime and in turn extends the connectivity of the net-
work. Therefore, we simply adapt the DFD function to favor nodes with a lot
of residual battery energy for rebroadcasting of packets. The DFD function
introduces a small delay for nodes with a lot of battery energy whereas nodes
with an almost depleted battery add a large delay. This is again done similar
as in (6.2).

Add Delay = Max Delay ·
√

e− eEB

e− 1
(6.6)

EB is the remaining battery power of a node as a percentage of the total bat-
tery capacity. The possible benefit of such an energy-based scheme is highly
depending on the MAC protocol and the ratio between the energy consump-
tion of sending/receiving/idle listening. If idle listening consumes a substantial
amount of energy compared to actual sending and receiving, all nodes spend
their energy almost independently whether they forward packets or not. In
scenarios, where either the MAC protocol puts a node into sleep mode to save
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energy or sending/receiving consume substantial more energy than idle listening,
it is essential that the task of forwarding packets is fairly distributed among the
nodes to maximize network lifetime even if traffic flows are spatially constant.

6.2.4 Optimizations

We explicitly discuss these optimization for DDBAC. They may be applied
completely analogously for other DDB versions such as DDBDB, DDBSS, and
DDBRB.

”First Always” Forwarding Policy

A common problem of broadcast protocols based on fixed parameter values is
that they are not able to cope with varying network conditions such as node
density and traffic load, cf. Section 3.5.3. DDB also uses a rebroadcasting
threshold and thus would be susceptible to the same problem. However, only to
a reduced extent as the DFD concept already enables DDB to cope better with
such scenarios. A minor modification to the forwarding policy eliminates the
problem almost completely. Nodes always forward a packet, which is received
exactly once after the DFD expires independent of the additional coverage, i.e.,
even if AC < RT . That means that the rebroadcasting threshold is only applied
from the second received packet onwards. Especially in sparse networks, even
a node with only very little additional covered area, may still be the only one
to connect to other nodes and serve as the bridge to other node clusters. With
this ”first always” forwarding policy of DDB, the packet will almost always be
forwarded in such scenarios thus reducing the risk of packets dying out. At
the same time there is only a small increase in the number of ”unnecessary”
transmissions compared to the case when the threshold is applied to all pack-
ets, including the first received packet. Particularly in dense networks, nodes
overhear more than one copy such that the ”first always” forwarding policy is
not applied anyway. Thus, nodes apply the threshold criterion as normal, which
prevents packets from being rebroadcasted.

Cross-Layer Information

Only DDB on the network layer is able to interpret the payload of the packet
such as source ID and sequence number and, thus, detects that a newly received
packet is a redundant packet. As long as the packet has not yet been passed
down to the MAC layer, this does not create a problem. The node simply either
drops the packet if the threshold RT is exceeded or recalculates a new DFD for
that packet. However, it may frequently happen that the packet has already
been forwarded to the MAC layer. Two neighboring nodes normally receive
the same broadcast packet almost simultaneously and may calculate nearly the
same additional delay before rebroadcasting, i.e., because they have the same
additional coverage. Thus, the packet is handed down to the MAC layer at
about the same time and both nodes try to send the packet. The MAC layer
is responsible to serialize the two transmissions. In this situation, a network
layer protocol normally has no longer control over the further processing and
cannot prevent the second ”unnecessary” of the two transmissions. DDB is able
to access packets on the MAC layer, more precisely in the queue of the wireless

129



interface, and to reprocess them accordingly by either dropping the packets or
scheduling their transmissions for a later time.

Directional Antennas

As we have seen in Section 6.2.2, at least 39% of the transmission range of a node
was covered by previous transmissions, often much more. Consequently, a trans-
mission with an omnidirectional antenna radiates a lot of power unnecessarily in
directions where no additional area can be covered. Directional antennas may
mitigate this drawback by forming the beam only in directions of uncovered
areas. Furthermore, for certain scenarios, the packet does not need to be broad-
casted to all nodes in the network but only in some specific directions. In sensor
networks, a request is sent into the network to collect some data from a specific
region, thus, nodes distant from the target region broadcast the packet only to
nodes in the corresponding direction and not to all neighbors. DDB could be
further improved, if nodes are equipped with directional antennas. Implement-
ing DDB with directional antennas and a comparison with broadcast protocols,
which make use of directional antennas, are outside the scope of this thesis and
left for future work.

6.3 Analytical Evaluation

For our analytical evaluation, we again use the unit disk graph network model,
i.e., transmission ranges are isotropic and have a fixed radius of 1. We also
assume an unbounded simulation area where the nodes are distributed accord-
ing to a two-dimensional homogenous Poisson point process of constant spatial
intensity. In a first phase, we analyze the DFD function used to calculate the
additional delay at rebroadcasting nodes. Afterwards, we try to estimate the
size of the additionally covered area by each node’s transmission.

6.3.1 DFD Function

We assume a potential rebroadcasting node at a distance t ∈ [0, 1] from the
previous transmitting node. For a random variable X describing the distance t,
the cumulative distribution function FX(t) is given simply by dividing the area
of a circle with radius t by the size of the whole transmission range π.

FX(t) = P (X ≤ t) =
t2π

π
= t2

We obtain the corresponding probability density function fX(t) = 2t by deriva-
tion. Thus, informally speaking, the probability is twice as high for a rebroad-
casting node to be located at a distance t0 than at a distance t0

2 . A DFD
function that maps the distances linearly to the range [0,Max Delay] would
not account for this circumstance such that more distant nodes have a higher
probability that their packets will collide. This is in contrast to the objective
that they rebroadcast first in order to reduce the total number of transmissions
and thus should not have a higher risk for collisions.

In order to have the same probability of two rebroadcasting nodes trans-
mitting simultaneously, i.e., of collisions, independent of their distances to the
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previous transmitting node, a delay function f(t) has to fulfill the following
requirement

2 (f(t)− f(t + ε)) = f(2t)− f(2t + ε)

because the probability that t ∈ [x, x + ε] is twice as small as t ∈ [2x, 2x + ε] for
any neighbor. This requirement is depicted graphically in Fig. 6.5. Let ε → 0

x 2x
x

y

0

δ

2δ

ε ε

0

Figure 6.5: Condition for the DFD function

and we immediately obtain
2f ′(t) = f ′(2t) (6.7)

We solve this equation by guessing. It is easy to see that the equation does not
hold for any exponential function like f(t) = et. For a polynomial f(t) = atn+c,
we have f ′(t) = antn−1 and together with (6.7)

2antn−1 = an(2t)n−1

which yields n = 2 and we obtain

f(t) = at2 + c

As we want to minimize the number of transmissions and thus want distant
nodes to transmit first, we have the additional requirement for the DFD function
that f(0) = 1 and f(1) = 0, which yields

f(t) = −t2 + 1

Thus, the DFD function should be at least quadratic such that all rebroadcasting
nodes have the same probability for collisions independent of their distance t
to the transmitting node. Actually, the DFD function should not only assign
delays such that all nodes have the same probability for collisions, but even favor
more distant nodes as they rebroadcast first and suppress the others anyway.
In Fig. 6.6, a linear and the exponential DFD functions of Section 6.2.2 are
plotted together with the quadratic analytical DFD function. We can see that
the exponential DFD function fulfills this requirement and the Add Delay of
distant nodes is distributed even over a larger range, which minimizes the risk
for collisions. On the other hand, a linear function increases the probability for
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distant nodes to transmit simultaneously as they are distributed over a smaller
delay range.
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Figure 6.6: Analytical, exponential, and linear DFD functions

6.3.2 Expected Size of Covered Area

We want to calculate the expected size of the additional area AC that is covered
by a node’s transmission with DDBAC, i.e., nodes which cover a larger additional
area broadcast the packet first to minimize the number of transmissions. In
order to simplify the calculation, we compute the Taylor series expansion of the
additional coverage AC(d) as given in (6.1) with respect to the variable d about
the point 0. The Taylor series expansion of a function f(x) about a point x = a
is given by

f(x) = f(a) +
f ′(a)

1!
(x− a) +

f ′′(a)
2!

(x− a)2 +
f (n)(a)

3!
(x− a)3 + . . .

Thus, we obtain for AC(d)

AC(d) = d− 1
8
d3 + . . . + d +

1
24

+ . . . ' 2d (6.8)

Let n indicate the number of neighbors and Xi ∈ [0, 1] be a random variable
indicating the Euclidean distance of a neighbor i ≤ n. We assume that nodes are
independently and randomly distributed according to a two dimensional Poisson
point process with constant spatial intensity. Thus, the Xi are identically and
independently distributed and have the same cumulative distribution function
(cdf) and probability density function (pdf). The cdf of the Xi can simply be
derived by dividing the area of the circle with radius x by the size of the whole
transmission range, which is π. Thus, we obtain for the cdf FX and pdf fX with
0 ≤ x ≤ 1.

FX(x) = P (X ≤ x) = x2 fX(x) = 2x

From probability theory, we know that for a random variable V = g(U) as
a function of a random variable U , the pdf fV of V can be derived from g and

132



the pdf fU of U as follows

fV (x) = fU [g−1(x)]
d

dx
g−1(x)

Thus, for a random variable Y , which indicates the additional area covered
by a node’s transmission, given as Y = g(X) = 2X by the approximation of the
distance (6.8), the pdf fY of Y can be calculated as follows.

fY (x) = fX [g−1(x)]
d

dx
g−1(x) =

x

2
with 0 ≤ x ≤ 2 (6.9)

Thus, the cdf of the additional coverage of a node’s transmission is simply

FY (x) =
x2

4
with 0 ≤ x ≤ 2 (6.10)

In order to derive the expected additional coverage of each of the n neigh-
bors, we sort their additional coverage Yi such that Y(1) ≤ Y(2) ≤ . . . ≤ Y(n).
Thus Yi is only the same as Y(i) with probability 1

n and the sample maximum
and minimum are Y(n) and Y(1), respectively. Obviously, the k-most distant
neighbor has also the k-largest expected additionally covered area. The general
cumulative distribution function cdf FY(k)(x) for all Y(k) is given by

FY(k)(x) = P (Y(k) ≤ x)

=
n∑

j=k

P (Exactly j of the Yi ≤ x)

=
n∑

j=k

(
n

j

)
[FY (x)]j [1− FY (x)]n−j

where FY (x) is the cdf of the Yi as given in (6.10).
The derivation fY(k) of FY(k) with respect to x can be calculated straightfor-

wardly.

fY(k)(x) =
d

dx
FY(k)(x) =

d

dx




n∑

j=k

(
n

j

)
[FY (x)]j [1− FY (x)]n−j


 =

d

dx

[(
n

k

)
[FY (x)]k[1− FY (x)]n−k +

(
n

k + 1

)
[FY (x)]k+1[1− FY (x)]n−k−1

+ . . . +
(

n

n− 1

)
[FY (x)]n−1[1− FY (x)]1 +

(
n

n

)
[FY (x)]n[1− FY (x)]0

]

and thus

fY(k)(x) =(
n

k

) [
kFY (x)k−1fY (x) (1− FY (x))n−k

−(n− k)FY (x)k (1− FY (x))n−k−1
fY (x)

]
+
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(
n

k + 1

) [
(k + 1)FY (x)kfY (x) (1− FY (x))n−k−1

−(n− k − 1)FY (x)k+1 (1− FY (x))n−k−2
fY (x)

]
+ . . . +

(
n

n− 1

) [
(n− 1)FY (x)n−2fY (x) (1− FY (x))− FY (x)n−1fY (x)

]
+

(
n

n

) [
nFY (x)n−1fY (x)

]

By expanding the terms we obtain

fY(k)(x) =
n!

k!(n− k)!
kFY (x)k−1fY (x)(1− FY (x))n−k −

n!
k!(n− k − 1)!

FY (x)k(1− FY (x))n−k−1fY (x) +

n!
(k + 1)!(n− k − 1)!

(k + 1)FY (x)k(1− FY (x))n−k−1fY (x)− . . .

+n(n− 1)FY (x)n−2fY (x)(1− FY (x))−
nFY (x)n−1fY (x) +
nFY (x)n−1fY (x)

what eventually simply yields

fY(k)(x) =
(

n

k

)
kFY (x)k−1fY (x) (1− FY (x))n−k

From (6.10), we have FY (x) = x2

4 and obtain

fY(k)(x) =
(

n

k

)
k

(
x2

4

)k−1
x

2

(
1− x2

4

)n−k

with 0 ≤ x ≤ 2

It is well-known that the expected value of a random variable Z can be
calculated from its pdf fZ by

EZ =
∫ ∞

−∞
xfZ(x) dx (6.11)

Therefore, we obtain the expected value E
Y(k)

AC for the additional coverage
for the k-most distant neighbor solely depending on the number of neighbors n
as follows.

E
Y(k)

AC =
∫ 2

0

(
n

k

)
k

x

2
x

(
x2

4

)k−1 (
1− x2

4

)n−k

dx

= 2
(

n

k

)
k

∫ 2

0

(
x2

4

)k (
1− x2

4

)n−k

dx (6.12)

In order to calculate this integral, we use the beta function B(p, q), which is
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defined by

B(p, q) =
Γ(p)Γ(q)
Γ(p + q)

and can be expressed as

B(p, q) =
∫ 1

0

up−1(1− u)q−1 du

To put it in the form we need, let u = x2

4 and du = 1
2x dx, and

Γ(p)Γ(q)
Γ(p + q)

=
∫ 1

0

up−1(1− u)q−1 du

=
1
2

∫ 2

0

(
x2

4

)p−1 (
1− x2

4

)q−1

x dx

=
∫ 2

0

(
x2

4

)p− 1
2

(
1− x2

4

)q−1

dx

Together with (6.12), this yields

E
Y(k)

AC = 2
(

n

k

)
k

Γ(n− k + 1)Γ
(
k + 1

2

)

Γ
(
n + 3

2

)

and by using Γ(n) = (n− 1)!, we finally obtain

E
Y(k)

AC =
2Γ(n + 1)Γ

(
k + 1

2

)

Γ(k)Γ
(
n + 3

2

) (6.13)

We compare this result with the expected additional coverage E∗
AC of other

stateless broadcasting schemes where the sequence of neighbors’ transmission
is independent of their additional coverage, e.g., as in the location-based and
probability-based schemes, cf. Section 3.5.2. Clearly, the pdf fY of the addi-
tional coverage for a single node is the same as derived before in (6.9). However,
the expected additional coverage is independent of the number of neighbors n
and the same for all neighbors k ≤ n and therefore is constant. Again with
(6.11), we obtain

E∗
AC =

∫ 2

0

x
x

2
dx =

4
3

In Fig. 6.7, the graph is plotted for E
Y(k)

AC of DDBAC and E∗
AC of other

stateless broadcasting algorithms depending on the number of neighbors for
n = 1 . . . 30. Again, k ≤ n denotes the k-most distant neighbor, i.e., the node
with the k-largest additional coverage. E∗

AC is simply the plane at 4
3 . Already

for very few neighbors, the ”best” node, i.e., k = n, already covers almost the
maximum size of additional area of 1.91. Furthermore, the next k ≤ n-best
nodes cover normally more than 4

3 what would be covered by a node’s trans-
mission with other stateless broadcasting schemes. Assuming the same rebroad-
casting threshold RT for DDBAC and the other location- and probability-based
schemes, we can conclude that we might expect an improved performance up
to 43% = 1.91

4/3 in terms of transmissions. However, the advantage of DDBAC is
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Figure 6.7: Expected additional coverage

not only the reduction in number of transmissions, but also that the delay can
be reduced as distant nodes which transmit first add almost no delay. From
the expected additional coverage in (6.13) and the DFD function (6.2), we can
easily determine the expected additional delay introduced at the nodes.

E
Y(k)

AD = Max Delay ·

√√√√√e− e

 
1.91·2 Γ(n+1)Γ(k+ 1

2 )
Γ(k)Γ(n+ 3

2 )

!

e− 1

The results are depicted in Fig. 6.8 for a Max Delay of 1. Most nodes, which
broadcast, i.e., where k is in the order of n, delay the transmission only by a
small fraction of the total Max Delay.

Furthermore with DDBAC we know that nodes which cover a larger addi-
tional area broadcast first and thus can design the DFD accordingly, which
allows reducing the number of collisions. In other stateless schemes, the delay
has to be much larger to have the same number of collisions than in DDBAC

as neighbors transmit randomly. As it is difficult to asses the exact influence of
the MAC layer and to take into account the dependencies between neighboring
nodes when their transmission ranges overlap, these analyses only provide a
rough kind of boundary for the performance.

Obviously, the values are only correct when the transmission ranges of re-
broadcasting neighboring nodes do not overlap. There is a maximum of three
non-overlapping transmission ranges of neighboring nodes, namely when the
three nodes are located at the boundary of the source node’s transmission range
forming a regular triangle. Thus, for more than three rebroadcasting neighbors,
the transmission ranges inevitably overlap. Often already the second rebroad-
casting node’s transmission range may partially overlap with the first one. Thus,
only the expected additional coverage for the first transmitting node is is ex-
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Figure 6.8: Expected delay through DFD

act. For the following rebroadcasting nodes, the derived values are slightly too
high. The values are more and more overestimated when more nodes transmit
and more transmission ranges overlap. Thus, the general conclusions of the
analytical results hold and will be validated in the Section 6.4. Especially if
considering that the dynamic recalculation of the DFD ensures that maximally
distant nodes rebroadcast first and, thus, only overlap partially.

6.4 Simulations

6.4.1 Parameters and Scenarios

We implemented and evaluated the protocol in the Qualnet network simula-
tor [251]. The results are averaged over 10 simulation runs and given with
a 95% confidence interval, which is sometimes very small and barely visible.
The payload of the packets is 64 bytes and the interface queue length is set to
1500 bytes. Radio propagation is modeled with the isotropic two-ray ground
reflection model. The transmission power and receiver sensitivity are set corre-
sponding to a nominal transmission range of 250m. We use IEEE 802.11b on
the physical and MAC layer operating at a rate of 2 Mbps. The simulations
last for 900s and data transmission starts at 180s and ends at 880s such that
emitted packets arrive at the destination before the end of the simulation.

The DDB protocol was implemented with two optimizations proposed in
Section 6.2.4, namely the ”first always forwarding policy” and the ”cross-layer
information”. However, we did not use directional antennas for DDB as the
other protocols were not optimized for use with directional antennas. The per-
formance of DDB is compared to the location-based broadcasting protocol, cf.
Section 3.5.2, which is abbreviated by LBP in the following. Furthermore, we
also implemented the multipoint relay MPR, cf. also to Section 3.5.2, and simple
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flooding which is the most simple broadcasting protocol. LBP and MPR were
chosen as representatives for the categories of stateless and stateful broadcast
protocols, respectively. However, we did not use any energy-efficient and direc-
tional antenna-based algorithms for comparison as they use adjustable trans-
mission power and transmission directions, respectively.

The parameters of LBP and MPR are set as suggested in [155] and in RFC
3626 [58], respectively. Specifically, the random delay at each node for LBP is
set to 10 ms and the rebroadcasting threshold to 40% of the maximal additional
covered area. The hello message interval and neighbor hold time are 2 s and 6 s
respectively for MPR. With flooding, the packets are jittered 2ms to avoid that
all neighbors transmit simultaneously.

6.4.2 Evaluating Different Versions of DDB

We first simulated DDB in various scenarios to study the effect of the different
components and also to determine appropriate values for the rebroadcasting
threshold RT and the Max Delay. These simulations had three main purposes,
namely to optimize the parameters, verify the assumptions, and find weaknesses.
DDBRB was not evaluated in this section as it has a different objective and we
only used it in the simulations where we consider network lifetime.

Versions to Minimize the Number of Transmissions

We proposed three versions of DDB all of which have the same objective of
reducing the number of rebroadcasting nodes, namely DDBAC, DDBDB, DDBSS.
In this subsection, we compare their relative performance. The rebroadcasting
thresholds RT are set to 40% of the maximum used for the respective DFD
functions. The selection of such a high value will be clarified in the Section 6.4.2.
The thresholds for the area- and distance-based versions are easy to determine.
For DDBAC and DDBDB, RT was set to 40% of the maximal area a node
can cover and 40% of the maximal transmission radius, respectively. For a
transmission radius of 250m this yields 0.4 · 1.91 · (250m)2 ' 47750 m2 for
DDBAC and 0.4 · 250 m = 100 m for DDBDB. The threshold for the signal
strength version requires some calculations and further assumptions about the
typical attenuation factor. The attenuation factor in real physical environments
is about 2 for free space and may raise up to 6 for indoor environment. We
choose an average attenuation factor of a = 3 to roughly estimate the distance
between nodes in the signal strength version DDBSS. We set the threshold
RT to Sr + 12 dBm. The value is motivated by the fact that nodes with 40%
additional coverage are at a distance of approximately 100 m. This is 2.5 times
closer to the source than a node at 250 m, which receives a packet just at Sr

and has the maximal additional covered area. Assuming an average attenuation
factor of 3, this immediately yields a signal strength at a distance of 100m which
is 10 · log10

(
2.53

)
= 12 dBm stronger than Sr. Obviously, we could derive exact

distances from signal strengths as the underlying propagation model is known.
Thus, the performance of the DDBDB and DDBSS would be the same. In reality,
the attenuation factor is not known and can only be estimated. Therefore,
we did also not use the exact attenuation factor used in the two-ray ground
reflection propagation model which is 2 until a certain distance and 4 thereafter.
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The simulations were conducted in a static network without any congestion
as we wanted to compare the efficiency of the core algorithms and excluded
any external influences. Thus, only one source broadcasts one packet per sec-
ond. We placed 1000 nodes randomly over a square area with side lengths
of 1414, 2000, 2828, 4000, 5656 m to obtain different node densities. The den-
sity is always doubled for the next smaller area size and equals approximately
6,12,24,49, and 98 neighbors per node. The minimum node density of five
neighbors was chosen as results from percolation theory have shown [267] that
five neighbors is is just about the minimal required density for a completely
connected network. For lower node density, the network is almost always dis-
connected. However, it may still happen that the network is not completely
connected with only five neighbors and that a packet cannot be delivered to all
nodes. To eliminate this bias of the results, we implemented an algorithm to
determine the size of the maximal connected cluster which includes the source
node. The delivery ratio and the number of rebroadcasting nodes are calculated
relatively to the size of that cluster.
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Figure 6.9: Comparison of different DFD functions

The delivery ratio is almost always 100% Fig. 6.9(a), except for very sparse
networks where all protocols suffer slightly. DDBAC has the lowest delivery
ratio, even though it is still higher than 98%. This is due to the fact that
the metric of the additionally covered area is additive. Although none of the
neighbors covers by itself more than the threshold of 40%, all together may cover
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more than the threshold and suppress some nodes from rebroadcasting. On the
other hand, DDBDB and DDBSS are not additive. As long as no node is below
the 40% threshold, the node will rebroadcast, independent on how many nodes
already cover 39%. Due to the same reason, the number of rebroadcasting nodes
for the DDBAC is smaller than that for DDBDB however Fig. 6.9(c). DDBSS

performed not as well as the DDBDB because signal strengths only allow to
approximate distances. We used a path loss factor of three, which does not
correspond to the path loss factor of the used two-ray ground propagation model,
and therefore the estimated distances between nodes are not very accurate.
Furthermore, the transmission ranges are perfectly circular so that distances
can be mapped accurately to covered area. The situation may completely look
different in case of irregular transmission ranges, where distances may no longer
correspond to the additionally covered area. For example, if the signal strength
just equals the receiver sensitivity, the transmitting node is at the boundary of
the transmission range, although the node may be very close due to a high path
loss factor. DDBAC outperforms the other two versions also with respect to
end-to-end delay Fig. 6.9(b). This is to due the reduced number of transmitting
nodes. Thus, in the following we will only evaluate DDBAC in more detail. The
general observations should however still hold for the other two versions as well.

Impact of Max Delay

The delivery ratio was similar to the results in the previous subsection, almost
100% for all scenarios, and independent of the Max Delay and, thus, is not
depicted. In Fig. 6.10(b), the delay for Max Delay of 2, 5, and 10ms is given.
A smaller Max Delay has a significant smaller delay in sparse networks. The
difference is reduced for denser networks. On the other hand, we can see that
the number of rebroadcasting nodes is basically not affect of different values for
Max Delay Fig. 6.10(a) . As we will seen in Section 6.4.2, the reason that a
shorter Max Delay does not increase the rebroadcasting nodes is due to the
”Cross-Layer Information” optimization.
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Figure 6.10: Impact of Max Delay
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Impact of Rebroadcasting Threshold RT

The values of RT are given as ratio of the maximal additionally covered area,
i.e., 0% signifies that no area must be left uncovered. The results show that the
delivery ratio does not suffer significantly from a higher rebroadcasting thresh-
old RT even in sparse networks Fig. 6.11(a). The reason is the ”first always”
forwarding policy, which ensures that in dense network where nodes only may
receive one packet, the packets are rebroadcasted independent of the additional
coverage. On the other hand, we observe that a higher RT has a major impact
on the delay and the rebroadcasting nodes Fig. 6.11(b) and Fig. 6.11(c). Most
notably, the rise from 0 to 10% of the maximal additional area yields much
better values, whereas a greater increase only marginally improves the results.
That indicates that most neighbors cover less than 10% of additional area after
having received some transmission from their neighbors and do not contribute
significantly if they transmit.
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Figure 6.11: Impact of rebroadcasting threshold RT

Impact of the Different Components

In this section we evaluate the impact of the two different optimizations pro-
posed in Section 6.2.4, namely of the ”first always” forwarding policy and the
”cross-layer information”. We compare the performance of the DDBAC with
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both optimizations to two slimmed versions, each one only comprising one of
the optimizations. In the DDBAC version without the ”first always” optimiza-
tion, the rebroadcasting threshold is applied if only one packet is received and
not only if two or more redundant packets are received. If the cross layer infor-
mation is not enabled, DDBAC does not have the ability to access packets on
the MAC layer. Thus, as soon as DDBAC passes the packet down to the MAC
layer, the packet will be sent and can no longer be cancelled. In Fig. 6.12(b)
and Fig. 6.12(c), we can observe that the delay remains unaffected by the ”first
always” forwarding policy and that the number of rebroadcasting nodes is in-
creased marginally. On the other hand, in Fig. 6.12(a) the delivery ratio sharply
drops in sparse networks, if the ”first” always option is not enabled. This op-
timization allows DDB to efficiently cope with varying node densities. These
results correspond to our prior considerations in Section 6.2.4.

The performance of DDBAC without the cross layer information suffers dras-
tically, especially in numbers of rebroadcasting nodes Fig. 6.12(c). The ratio to
the DDBAC is about two for sparse networks, but then increases to more than
10 for denser networks. As more nodes transmit almost simultaneously, the abil-
ity to access packets on the MAC layer is more beneficial in denser networks.
The increased delay in Fig. 6.12(b) is a consequence of the higher number of
transmitting nodes. However, if we simply increase the Max Delay to 10 ms,
the performance without the cross layer information optimization almost equals
again the ”original” DDB Fig. 6.12(d). With this longer Max Delay, nodes
keep the packet longer before passing to the MAC layer, this in turn increases
the probability of receiving redundant packets to the point of exceeding the
rebroadcasting threshold. We may conclude that this optimization allows us to
have a short Max Delay which decreases the end-to-end delay.

Conclusions

As the simulations showed a superior performance of DDBAC in most scenarios,
we exclusively used DDBAC for the comparison with other broadcast protocols
in the following sections. The two parameters are set to values which were found
to have the best average performance in those scenarios, i.e., Max Delay = 2 ms
and the rebroadcasting threshold to 40% of the maximal additionally covered
area. Interestingly, this is the same rebroadcasting threshold as proposed for
LBP in [155]. For lower values, LBP was not able to reduce significantly the
number of retransmitting node. However as we will see later from the simulation
results, the performance of LBP suffers in sparse networks and not all packets
could be delivered. This inability to adapt to different networking conditions is
typical for stateless algorithms as discussed earlier in Section 3.5.3.

However, we have to keep in mind that the situation may look different, if
transmission ranges are highly irregular. In such scenarios, DDBSS may show
superior performance as the signal strength naturally accounts for those effects
while distances do not.

6.4.3 Efficiency of Packet Delivery

To compare the performance in terms of rebroadcasting nodes of the different
protocols with a theoretical optimum, we additionally implemented an algo-
rithm that constructs the minimal connected dominating set (MCDS), which
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Figure 6.12: Impact of the different components

provides a lower theoretical bound for the number of rebroadcasting nodes. In
Fig. 6.13(a), the number of transmissions of DDBAC is about twice as high as
for the MCDS for all network densities. As expected from the analytical results
in Section 6.3, the number constantly decreases for DDBAC with higher node
densities, whereas LBP remains around 45%. This is due to the fact that the
expected additional coverage of LBP is constant and increases for DDBAC for
higher node densities. Thus, the more neighbors a node has, the more additional
coverage the rebroadcasting nodes have and the less transmissions are required.
MPR performs significantly better than LBP. This is in accordance with [155],
which observed that stateful protocols perform better than stateless protocols in
dense networks. However, due to the locally optimal and dynamic rebroadcast-
ing decisions, the stateless DDBAC outperforms even MPR. Although the ratio
of MPR also decreases for higher node densities, it always remains significantly
above the ratio of DDBAC. The results in Fig. 6.13(b) show that the delay of
DDBAC first drops and then remains almost constant. For low node densities,
a node has few neighbors that often do not cover a substantial additional area,
but need to transmit anyway as no other neighbors rebroadcast. These nodes
add a non-negligible delay through the DFD function (6.2). For higher node
densities, the delay is much shorter as the ”best” nodes are close to the trans-
mission range boundary and therefore calculate a short DFD. DDBAC always
performs much better than LBP for two reasons. Nodes delay packets indepen-
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Figure 6.13: Algorithm efficiency

dently of the additional coverage in LBP and the delay has to be much higher
to avoid collisions. These facts are again supported by the analytical results.
The delay for LBP increases because the number of retransmitting nodes is not
reduced for higher node densities, which causes more and more collisions. Thus,
nodes may not receive the actual first packet due to these collisions and have to
”wait” for another copy which increases the delay. Even though, MPR relays
packets immediately, the delay was only slightly lower than that of DDBAC, es-
pecially in denser networks. Again this is because the ”best” nodes in DDBAC

rebroadcast first and add lower delays for higher node densities. As expected,
DDBSS performs satisfactory, but not as well as DDBAC based on the addition-
ally covered area because signal strength only allows a rough estimation of the
distance. The delivery ratio Fig. 6.13(c) is always 100%, except for the case of
very sparse networks with about five neighbors per node where the ratio drops
marginally to approximately 99%.

6.4.4 Mobile Networks

These simulations were computationally expensive, especially for MPR, and
required a lot of memory. Therefore, we could only run simulations with 80
nodes. The size of the simulation areas were adapted accordingly to yield on
average 9, 19, and 49 neighbors per node similar to the node densities used in
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the previous subsection, but omitting the sparsest and densest networks with
six and 98 neighbors respectively. We did not conduct simulations with 98
neighbors as then all nodes could be covered just by one transmission and the
results are no longer meaningful. The reason for excluding six neighbors is
that it is hardly possible to reliably determine the size of the maximal cluster
in a mobile network for every point in time when a packet is transmitted and
received. To obtain results without network partition, the minimal node density
was increased to nine neighbors. Packets are generated at a rate of 10 packets
per second and nodes move according to the random waypoint mobility model.
As the stationary distribution of the random waypoint mobility model is not
a uniform distribution [41], the number of neighbors is higher for nodes in the
center and lower for nodes at the border of the simulation area. The pause time
is set to 0 s because higher pause times can lead to pseudo static networks, cf.
Section 2.4.2. The minimal and maximal speeds are set to ±10% of an average
speed that was varied over 1, 5, 10, 20, and 40 m/s. We also ran the simulation
with the rather high speed values of 20 and 40 m/s as we consider speed as a
proxy for any kind of topology changes, caused either by mobility, sleep cycles,
interferences, adjustment of transmission and reception parameters, etc.

The delivery ratio is depicted in Fig. 6.14(a) for an average network density
of nine neighbors. The three stateless protocols are not affected and the per-
formance remains constant independent of the mobility. The reason for their
delivery ratio being slightly below 100% is due to the temporary partition of the
network caused by mobility even for an average of nine neighbors. As expected,
only the performance of the stateful MPR suffers under mobility because its
view on the network topology may be inconsistent, i.e., the known one- and
two-hop neighbors do not correspond to the actual physical neighbors. This
also causes an incorrect calculation of the forwarding nodes, i.e., either nodes
which should rebroadcast the packet based on the physical network topology
do not, or which should broadcast do not. If the network density is low, a few
wrong rebroadcast decisions may prevent the packets from being delivered to all
nodes in the network. Obviously, the number of rebroadcasting nodes drops for
the MPR for higher node densities as shown in Fig. 6.14(c) because the delivery
ratio decreases significantly and because the percentage of retransmitting nodes
is calculated relative to the total number of nodes and not the number of nodes
which received the packet. The delays of MPR and DDB are about twice as low
as for flooding and LBP and are stable for all protocols over all average speeds
as shown in Fig. 6.14(b).

For a higher node density with 19 neighbors as shown in Fig. 6.15, the
results are basically the same as for the sparser networks with only two notable
differences. First, the performance of MPR did not decrease that significanly for
a higher average speed. The reason is that the inconsistent view has a smaller
impact as packets can be still delivered due to the high connectivity, even if
the ”wrong” nodes rebroadcast the packets. And secondly, the delivery ratio
of the stateless protocols increased to 1 over all simulations. The high node
density keeps the network connected all the time. The simulations could not
be conducted for MPR with the highest node density of 49 neighbors as each
topology change requires additional computation to determine the forwarding
nodes, which turned out to be too resource consuming. Thus, the results are
only given for the three stateless protocols in Fig. 6.16. The results are basically
the same as before only that the number of rebroadcasting nodes is further
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decreased. Again due to the same reasons as already mentioned before, the
DDBAC yields the shortest delay among the three stateless protocols followed
by LBP and flooding because of the higher number of rebroadcasting nodes.
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Figure 6.14: Mobility with 9 neighbors

6.4.5 Congested Networks

The simulation parameters are the same as in the mobile network in the previous
subsection, without mobility however, as it is the objective of these simulations
to evaluate solely the effect of congestion. One randomly chosen node broadcasts
packets at different rates from 20 to 100 packets per second.

For an average density of 19 neighbors, the delay and the delivery ratio of
all protocols suffer in congested networks due to collisions and queue overflows
Fig. 6.17(a). MPR outperforms the other protocols in these scenarios yielding
almost always 100% delivery ratio and very short delays. Two facts contribute
to this superior performance. First, packets are rebroadcasted at the nodes
immediately and, secondly, nodes only have to forward packets received from
specific nodes, namely the ones which selected them as forwarding nodes. Thus,
the queues do not fill up too quickly. The stateless protocols add delay to
each packet and also first have to buffer all packets received from any neighbor.
Among the stateless protocols, DDBAC performs by far the best and lags behind
only MPR for the highest chosen level of congestion. The delay of DDBAC
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Figure 6.15: Mobility with 19 neighbors

remains very short and only increases for the highest traffic load. It is by a factor
of five times or more lower for highly congested networks than the other stateless
protocol LBP and flooding. They show an increased delay already for lightly
loaded networks. With DDB, only few packets need to be buffered at the nodes
because of the short DFD in dense networks, the fewer rebroadcasting nodes,
and the high RT threshold that allows the dropping a lot of packets quickly.
Flooding suffers from its inability, and LBP from its limited ability, to reduce
the number of retransmitting nodes. LBP performs worse than simple flooding
because of the required long buffering time of 10ms, which causes more queue
overflows. The number of rebroadcasting nodes are depicted in Fig. 6.17(b).
Only MPR and DDBAC remain unaffected by the packet generation rate, except
that DDBAC increases slightly for the highest rate. This is reflected by the
increased delay and decreased delivery ratio Fig. 6.17(a). Clearly, the number
of retransmitting nodes of LBP and flooding decreases at least with the delivery
ratio.

The results are similar for other simulated node densities in Fig. 6.18(a)
and Fig.6.18(b). Only three significant differences can be observed. First, in
a rather sparse network with only nine neighbors, none of the protocols were
able to deliver all the packets. Nodes are connected only over a few links and,
thus, if packets are dropped at some nodes due to congestion, the packet can
no longer be delivered to all nodes. Secondly, the flooding improved in terms
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Figure 6.16: Mobility with 49 neighbors
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Figure 6.17: Congested network with 19 neighbors

of delay and delivery ratio and was similar to DDBAC in the sparse network
because the smaller number of neighbors also reduces the number of collisions
of flooding. Finally, the delivery ratio of DDBAC raises to almost 1 in denser
networks with 44 neighbors over all levels of congestion. At the same time, the
delay was reduced to similar values as for MPR.
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Figure 6.18: Congestion in sparse and dense networks

Obviously, the CSMA-based IEEE 802.11 MAC protocol has a major in-
fluence and results may differ for other MAC protocols. The MAC protocol
definitely has also an impact on the lightly loaded static network in the previ-
ous subsection, however should be very small and almost negligible.

6.4.6 Irregular Transmission Range

Basically all papers on broadcasting have conducted simulations using only
isotropic propagation models which do not accurately reflect real radio prop-
agation characteristics. Especially for position-based broadcasting protocols,
the irregularity of transmission ranges may have a strong impact on the perfor-
mance. We use the radio irregularity model (RIM) to evaluate the performance
under non-isotropic transmission ranges, cf. Section 2.4.3. The two parameters
that are used to control the degree of irregularity (DOI) of the transmission
range and the variance of sending power (VSP) are set in our simulations to 0.1
and 0.5, as also suggested in [48]. As in Section 5.4, the transmission ranges are
recalculated after a node has moved 50 m to reflect the changes in its environ-
ment. The rest of the simulation parameters are set as in Section 6.4.3 where
algorithm efficiency was evaluated, i.e., 1000 static nodes over different simu-
lations areas. In Fig. 6.19, we can see that the performance of DDBAC suffers
under irregular transmission ranges if we compare the results with Fig. 6.13.
Specifically, the delivery ratio for sparse networks drops quite a bit. Unfortu-
nately, it is not clear whether this is due to the protocol’s inability to deliver the
packet or due to the partition of the network. This partition cannot be detected
reliably due to irregular transmission ranges. Therefore it is not possible to
determine accurately the maximal connected cluster as before. Most probably,
both contribute to the decrease of the delivery ratio. On the other hand, in
dense networks the number of rebroadcasting nodes can no longer be reduced
efficiently with DDBAC as it assumes isotropic transmission ranges to calculate
the additionally covered area. Thus, with irregular transmission ranges the cal-
culation of the DFD and the application of the rebroadcasting threshold RT is
suboptimal. However, the performance is still very good when compared to the
other protocols.
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Figure 6.19: Impact of irregular transmission range

6.4.7 Network Lifetime

In many network scenarios, where batteries of nodes cannot be recharged or
replaced, the network lifetime may be of higher importance than other per-
formance metrics. We define the network lifetime as the time until a certain
number of nodes fail due to battery depletion similar to [185] and [62]. Other
definitions of network lifetime are used in [268, 269], which measure the mean
expiration time and the time of the first node failure respectively.

The network lifetime strongly depends on the consumed energy during send-
ing, receiving, and idle listening. If the ratio between these three modes is small,
then obviously, which and how many nodes broadcast does not have any effect,
and almost all nodes deplete at the same time. The interesting scenarios occur if
the ratio is large enough that we may then expect nodes that transmit more fre-
quently deplete sooner. For our simulations, the ratio of sending/receiving/idle
listening was set to 10/1/0.01. These values are justified by recent technology
advances, cp. e.g. [270], which also allow even higher ratios. The transmission
delay of one packet is approximately '2000bit

2Mbps ' 1 ms such that most of the
energy would still be consumed for idle listening as a node is idle for ' 99.9% of
the time. However, if we broadcast packets at such a high rate that nodes are
transmitting most of the time, i.e., more than 500 packet per second, we would
encounter severe congestion and the results would be misleading. Thus, packets
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are still broadcasted at only a rate of one packet per second, but we modified the
energy model in a way that the energy consumption in idle mode is no longer
time dependant, but is simply decreased by 0.01 between two broadcast packets.
This would equal a situation where a node is idle 50% of the time and transmits
and receives the other 50% of the time, but without congestion. We place 1000
nodes over an area of 2000 x 2000 m. Furthermore, we assume that nodes have
equal battery level at the beginning, and all nodes consume the same amount
of energy for transmission. As DDBRB always favors nodes with more residual
power, the power level of all nodes are kept more or less at the same level which
in turn also increases the probability of simultaneous transmissions. Similar
to simple flooding, we also jitter the transmissions at node for 2 ms to reduce
collisions. Assuming that sending and receiving of a hello message consumes
about the same energy than for a data packet, the lifetime of MPR will only be
a very small fraction of the other stateless protocols. In our scenario with 1000
nodes and a hello message interval of 2 s, 500 hello messages are broadcasted
per second which will deplete the nodes’ batteries very quickly. Thus, the MPR
protocol is not depicted.

As shown in Fig. 6.20(a), the second scheme DDBRB where rebroadcasting
decisions are based solely on residual battery power exhibits by far the longest
time until the first nodes fail and outperforms significantly LBP and DDBAC.
This is achieved even after the fact that the number of rebroadcasting nodes
is about the same for DDBRB as for LBP, because the rebroadcast decision is
independent of the additional covered area and, thus, much higher than that
of DDBAC. However, the initially longer lifetime of DDBRB comes at the cost
of a longer delay as depicted in Fig. 6.20(b). For a higher percentage of de-
pleted nodes, DDBAC shows longer network lifetimes than DDBRB due to the
smaller number of rebroadcasting nodes leading to a smaller total amount of
energy consumed for each packet. With DDBRB, the remaining nodes deplete
quickly after the first one fails because nodes with more residual power normally
rebroadcast packets. Thus, all nodes always have similar residual energy levels.
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6.5 Conclusions

In this chapter, we presented the simple stateless broadcasting protocol DDB,
which uses the dynamic forwarding delay (DFD) concept to optimize broadcast-
ing in wireless multi-hop networks. With DFD, nodes are able to take locally
optimal rebroadcasting decisions without any neighbor knowledge. Therefore,
a node delays the rebroadcast of a previously received packet depending on
its probability of reaching new neighbors, or any other metric such as residual
battery power.

We compared the performance of DDB to another stateless broadcasting
protocol LBP and a state-of-the-art stateful protocol MPR, which uses neigh-
bor knowledge obtained through hello messages. LBP was not able to perform
well over a wide range of network conditions, namely the performance degrades
under heavy traffic load and high node density, as also observed in [155]. How-
ever, DDB did not suffer from these drawbacks of other stateless protocols such
as LBP. Actually, quite the contrary is true. The performance of DDB even
improved for those scenarios of high traffic load and high node density. MPR
performed well in most scenarios, except in highly dynamic networks where the
delivery ratio collapsed. The delay of MPR was the shortest in all simulated
scenarios closely followed by DDB whose delay was approximately 10% longer,
except in the case of highly congested networks. On the other hand, DDB out-
performed MPR significantly considering the efficiency of the algorithm. DDB
only required about half of the transmissions to deliver the packet reliably to
all nodes compared to MPR. Furthermore, as DDB is stateless, its performance
was completely unaffected in highly dynamic networks. However, the biggest
advantage of DDB over MPR is its simplicity and economical use of network re-
source because no control messages are transmitted. These costs of proactively
transmitting hello messages in MPR, which occur even if no data packets are
broadcasted, makes their use in certain kind of networks with strict resource
constraints even more inappropriate, e.g., sensor networks.

We can summarize that the dynamic forwarding delay concept allows DDB
to operate completely localized without any neighbor knowledge. Therefore,
it does not suffer from the drawbacks of stateful broadcast protocols, such as
control traffic overhead and outdated neighbor information. However, it nei-
ther suffers from the drawbacks of other stateless broadcast algorithms such as
inability to adapt to changing network conditions. These characteristics make
DDB a valuable broadcast protocol for wireless multi-hop networks with ei-
ther frequently changing topology and/or very strict power limitations such as
vehicular and sensor networks.

In a last chapter, we address the second class of problems as mentioned
in the introduction, cf. Chapter 1, caused by the fact that routing protocols
do not keep track of the overall network distribution and solely route packets
based on geographical positions. Particularly for large ad-hoc networks, where
routing along a line-of-sight to the destination is not possible because of voids,
it may be beneficial to build a global view of the network at the nodes so that
unsuccessful path are avoided. AMRA as proposed in Chapter 7 creates an
abstract and static topology of the network and tries to find short paths on this
topology on a large scale.
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Chapter 7

Ant-based Mobile Routing
Architecture (AMRA)

7.1 Introduction

In this chapter, we introduce the Ant-based Mobile Routing Architecture AMRA
that combines position-based routing, topology abstraction, and swarm intel-
ligence. AMRA is tailored for large networks of possibly tens of thousands of
nodes with irregular topologies where routing along the line-of-sight towards the
destination is not possible due to obstacles like lakes and mountains.

Most position-based routing protocols assume that greedy routing along a
roughly straight line between source and destination node is possible, i.e., along
the shortest Euclidean path. If this is not the case and greedy routing fails,
e.g., due to lake or mountains, most of them switch to a recovery mode and
routing in recovery mode has several significant drawbacks, cf. Section 3.3.5.
In such scenarios, AMRA tries to circumvent voids in the network topology in
the first place and to route packets along paths with a high node density such
that packets can be forwarded in greedy mode most of the time, which avoids
the shortcomings of routing in recovery mode. Topology abstraction is used to
provide in a transparent manner an aggregated and static topology. On this
topology, a routing protocol based on ant colony optimization determines good
paths on a large scale. Topology abstraction is also the key to make ant-based
routing scalable. Position-based routing is then applied to forward the packets
physically along the selected paths. This may be performed by any position-
based protocol such as BLR proposed in Chapter 5.

The remainder of this chapter is organized as follows. In a first Section 7.2,
the protocol architecture AMRA is presented in detail. The protocols are eval-
uated and simulation results are given in Section 7.3. Finally, Section 7.4 con-
cludes the chapter. Further information can also be found in the publications
about AMRA [271], [272], [273].
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7.2 Ant-based Mobile Routing
Architecture (AMRA)

7.2.1 Introduction

In this section, we first give an overview of the whole AMRA architecture con-
sisting of three independent protocols. Then, we describe each of the three pro-
tocols separately. Finally, we show how they interact to route packets efficiently
to the destination in large scale ad-hoc networks with irregular topologies.

We model large-scale ad hoc networks as a set of wireless nodes distributed
over a two-dimensional area with an isotropic transmission range with radius
r. As usual, packets are uniquely identified by their source node ID and a
monotonically increasing sequence number. Nodes are aware of their absolute
geographical position by any means and are able to determine destination nodes
position. Whether, nodes are aware of their immediate one-hop neighbors as
in other position-based routing protocols, which is achieved by the periodical
broadcasting of beacons, depends on the protocol used to physically forward the
packets based on nodes’ positions. We assume that the overall node distribution
in the network remains quite static and only varies slowly over time. This is
necessary in order to find useful paths around voids. If the overall distribution
changed too quickly, no such paths could be reliably found. For most realistic
scenarios, this is reasonable assumption as nodes are typically located in towns
and on/along streets. We will also study the performance of AMRA if this is
not the case and the node distribution changes abruptly.

7.2.2 Overview of Protocol Operation

AMRA is a two-layered framework with three independent protocols rather than
a single routing protocol. The two protocols used on the upper layer are called
Topology Abstraction Protocol (TAP) and Mobile Ant-Based Routing Protocol
(MABR). StPF (Straight Packet Forwarding) is situated on the lower layer and
acts as an interface for MABR to the physical network. An overview of the
architecture with the interactions between the protocols is depicted in Fig. 7.1.
TAP is the key to make routing scalable and provides in a transparent manner
an aggregated and static topology with fixed ”logical routers” and fixed ”logical
links” to MABR. A logical router represents a fixed geographical area. Thus,
mobile nodes within a logical router are situated close together sharing simi-
lar routing information and have a similar view on the network topology on a
large scale. A logical link represents a path along a straight line to another
logical router over possibly multiple physical hops. The actual routing protocol
MABR operates on top of this abstract topology and thus does not have to
cope with changing topologies. MABR maintains probabilistic routing tables
and is responsible for determining logical paths on this abstract topology. Data
packets are routed based on these probabilistic routing tables between logical
routers over logical links. They increase the probability of the followed path de-
pending on the encountered network conditions. Furthermore, ”artificial ants”
packets are transmitted periodically to explore new paths. Unlike data packets,
these packets are routed purely position-based directly towards their randomly
chosen destination. Eventually, the best paths will emerge and MABR is able
to circumvent areas with bad or no connectivity, i.e., data packets will always

154



LL1 LL2

LL3

LR

LR LR

1 LL2
LL

3LL

TAP MABR

Lower layer

S D

Upper layer

S

StPF

D

Figure 7.1: Architecture of AMRA

be routed over logical links with high connectivity such that greedy routing
is possible. StPF is a position-based routing protocol and then responsible to
physically forward packets over the logical link determined by MABR to the
next logical router. We will use the term ”logical” in general to indicate any ob-
ject in the abstracted topology in the upper layer. For example a logical paths
consists of logical links, which in turn may require the transmission over multi-
ple physical links. In Fig. 7.1, a source node S located in the logical router LR1

routes a packet first towards the logical LR2 over the logical link LL1 instead of
forwarding it directly towards logical router LR3, which will fail because there
are no nodes located in between.

A number of new features have been added and in order to improve the
performance over the original description in [271].

7.2.3 Topology Abstraction Protocol (TAP)

TAP is used to supply in a transparent manner an aggregated and static topol-
ogy with fixed ”logical routers” and fixed ”logical links”. The objective for this
abstraction of the actual network topology is to provide a rather static topology
such that the routing protocols does not have to cope with frequent changing
topologies. Furthermore, it was observed that ant-based algorithm take some
time until good paths emerge, cf. Section 3.6.4. Logical routers are fixed geo-
graphical areas of equal size arranged in a grid to cover the whole area. Unlike
in a cellular network where regular hexagons are typically used, we use squares
for simplicity reasons. Depending on its current position, each node is part
of one specific logical router. A node can easily detect based on its position,
when it crosses the border of the current logical router and then automatically
becomes a member of the new logical router. All nodes located within a logical
router have the same logical view on the network. Nodes within a logical router
corporate in specific routing control tasks such as the emitting of ants. How-
ever, each node maintains its own routing table and does never share with, or
transmit any routing information to its neighbors.

In order to scale to large networks, each logical router groups other logical
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routers into zones Zi,j as shown in Fig. 7.2. The zone size increases exponentially
with the distance to the center router and allows covering large areas with few
zones. In the most inner ring of zones, i.e., i = 1, each zone corresponds just to
one logical router. In the second ring, a zone covers already nine logical routers
and so on. In general, a zone Zi,j in the i-th ring covers 32(i−1) logical routers.
Thus, a node has a fisheye-like view on the network, i.e., the network resolution
is higher in the vicinity and drops for more distant parts of the network. The
reason is that in the view of a fixed node, close-by nodes that move some distance
may be located in an entirely different direction, whereas the same movement
of a node far away only marginally affects the direction. It is important to
notice that the view of zones is relative. Each router resides in the center of
its own zone model. That means that the view of a node changes when it
moves to another logical router. A specific fixed geographical position may
belong to a certain zone at a given moment and belong to another zone when
the node has moved. To simplify addressing, each logical router is identified
by the geographical coordinates of its center. This geographical identification
simplifies routing with StPF, which uses position information for routing over
logical links.
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Figure 7.2: Zones relative to logical router in the center

Each logical router maintains a set of outgoing logical links to all its adjacent
logical routers as depicted in Fig 7.3. A logical link represents a path along a
roughly straight line to a distant logical router over possibly multiple physical
hops. TAP is the key to make routing scalable and find good paths on a large
scale in the network, i.e., by routing over logical links and not directly towards
the destination.

7.2.4 Mobile Ant-Based Routing (MABR)

The actual routing protocol MABR operates in the upper layer on top of the
abstract topology provided by TAP and thus does not have to cope with frequent
changing topologies inevitable in mobile networks. It determines over which
logical links, i.e., intermediate anchor positions, packets should be forwarded to
circumvent voids in the network topology. These logical links may just lead in
the opposite direction of the final destination, e.g., in cases the routing along a
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line of sight towards the destination is not possible. The important point is that
these logical links should be chosen by MABR in such a way that the packet
can be routed always greedily to the next logical router along this logical link.

Each node maintains a probabilistic routing table, which depends on its
current view on the network, its past locations, and overheard packets. Conse-
quently, routing tables are generally also slightly different for nodes within the
same logical router. The zones and the logical links are organized in rows and
columns respectively. More precisely, there is a column for the eight unidirec-
tional outgoing logical links and a row for each zone. The entries P i,j

k indicate
probabilities to choose the logical link LLk for destination coordinates in zone
Zi,j. Instead of maintaining pheromone values for the logical links, which are
then mapped to probabilities, the entries are organized as probabilities in the
first place, i.e., the sum of all eight entries in a row is 1. If location infor-
mation is provided by GPS, nodes are normally also synchronized. Thus, we
can determine the estimated average delay µi,j

d of packets received from zone
Zi,j. The average delay is stored to judge the goodness of the paths taken of
incoming packets from the respective zone. If nodes are not synchronized, the
estimated average µi,j

d can also be calculated based on hop counts of packets or
we can sum the encountered delays in the intermediate nodes to estimate the
end-to-end delay. At the beginning, all entries are initialized to 0.125 and µd

to 0. An exemplary routing table is given in Table 7.1 with the entries P i,j
k .

The most probable logical link to route to a close by zone is typically the direct
link, e.g., for zone Z1,2 this is LL2. For more distant zone, it may however not
be possible to route directly towards the destination, and thus a logical link in
another direction may have the highest probability, e.g., LL2 for zone Z3,1. The
size of the routing table is in the order of some hundred bytes even for very large
networks due to the exponential growing size for farther zones. It requires nine
columns to store the eight logical links and the average delay and a multiple
of eight rows for the zones. Assuming a typical logical router size of 250m x
250 m, 11 · 8 = 88 rows would be sufficient to cover the whole globe. A further
advantage is that these routing tables never have to be transmitted and only
kept in a node’s memory.

The packet header of both packets, data and ants, contain fields for the
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Table 7.1: Routing table

LL1 LL2 ... LL8 µd

Z1,1 0.9 0.1 ... 0 257
Z1,2 0.05 0.9 ... 0 504
Z1,3
...
Z2,1 0.8 0.1 ... 0.1 1045
Z2,2 0.125 0.125 ... 0.125 0
...
Z3,1 0.15 0.8 ... 0 5348
...

source node coordinates, the last visited logical router, and a time stamp, which
are used by MABR to update the routing table. Furthermore, nodes operate
in promiscuous mode such that the routing table is not only updated when a
packet is received, but also is also updated for all overheard packets to expedite
the dissemination of routing information. Each packets is however only used
once to update the routing table at a given node, even if the same packet is
overheard several times. The last visited logical router is stored in the packet
header. This entry is updated each time at the first node in a new logical
router. When a node receives a packet, it first determines from which zone
Zi,j the packet originates with respect to its own current view on the network.
That means that packets update the routing tables at the nodes in the opposite
direction that they travel, i.e., towards their sources. A node determines the
delay d of a packet, i.e., the time difference between the reception of the packet
and the time the packet was sent by the source node. The measured delay d is
then used to update the estimated average delay µi,j

d for the respective zone in
the following way similar to the estimated RTT of TCP [26].

µi,j
d ← µi,j

d + n(d− µi,j
d )

µi,j
d is increased if the current sample delay d is longer than the previously

estimated average delay µi,j
d . On the other hand, it is decreased if the packet

arrived quicker than previous packets. The factor n is used to smooth the effect
of the last sample delay d. If set to 1, the µi,j

d would always equal the last
measured delay and previous samples would not have any impact. As the delay
d of packets may vary strongly within a short time interval, the factor n should
be chosen rather small to avoid a too high fluctuation of the average delay µi,j

d .
Thus, this updating formula yields an exponential weighted moving average
where the weight of a past sample decreases exponentially fast with n.

Based on the goodness of the trip taken of the current packet with respect
to the estimated average, a factor r is calculated which affects the amount of
pheromones laid down on the followed logical link, i.e., the ratio of µi,j

d to d
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determines by how much the probability P i,j
k is increased.

r =

{
µi,j

d

3·d : µi,j
d

3·d < rC

rC : otherwise
(7.1)

The worse the delay d of the current packet is compared to the average µi,j
d , the

smaller the factor r and the less the probability will be increased. 0 < rC ≤ 1 is
the ceiling of r and limits the amount of pheromones one packet can deposit on
a logical link. The factor 3 in the dominator limits the impact of packets that
have a delay higher than, or close to the estimated average, e.g., it avoids that
a large r is calculated for only marginally shorter trip times than the estimated
average. Thus, only really short trip times compared to the estimated average
yield a large r and increase the probability significantly. For example, only trips
three times shorter than the average yield the maximal value of r, i.e. rC .

The last logical link LLk over which the packet was forwarded is now up-
dated, i.e., the logical link to the previously visited logical router of the packet,
with respect to zone Zi,j. The important idea here is to increase in this way only
the probability for logical links along which packets could be routed in greedy
mode. P i,j

k is recalculated as follows.

P i,j
k ← P i,j

k + (1− P i,j
k ) · r2 (7.2)

In this way, small probabilities are increased quicker than already large proba-
bilities for a given r. The probability of the other seven logical links l 6= k for
that zone Zi,j are decreased by

P i,j
l ← P i,j

l − P i,j
l · r2

such that the sum of all logical links in a row to a certain zone remains 1.
Metaphorically speaking, the pheromone value for a traveled path is increased
depending on the quality of the path.

Unlike other ant-based routing algorithms, pheromones do not necessar-
ily need to decay with time as the overall distribution of the nodes remains
rather static and only changes slowly with time, even if the node’s neighbor-
hood changes rapidly. The slow change of the overall distribution allows AMRA
to adapt to the new situation even if pheromones do not decay. The reason is
that the pheromones also decay indirectly for every received packet, which in-
creases the probability for a link and simultaneously decreases the probabilities
for the other links. This however presumes that there is always traffic in the net-
work while the overall distribution changes. If this is not the case, the routing
of packets may be very suboptimal. The mechanisms of AMRA described later
in Sec. 7.2.8 ensure that the packet is delivered eventually nevertheless to the
destination. On the other hand, if pheromones decayed with time, it would bee
difficult to ensure a high enough pheromone concentration to find short paths.
Consequently, there is a tradeoff whether pheromones should decay with time
or not. To cope with this circumstance, the decay of pheromones could have
been made adaptive to the distance a node moves and the packet it receives.

The pheromones decay in AMRA if a node moves to a new logical router
and a node’s view on the network changes. In order to reflect the change in its
view on the network, a node adapts the pheromone values in its routing table
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as follows.
P i,j,

k ← P i,j
k +

(
0.125− P i,j

k

)
· 1
3i

(7.3)

All entries asymptotically approach a probability of 0.125. A uniform distri-
bution of 0.125 for all links indicates that links do no longer have pheromone
trails and no link is favored over another for a given destination. The factor 1

3i

is larger for smaller i, thus, the probabilities P i,j
k for closer zones Zi,j approach

0.125 faster. The dominator is the distance to the zones which increases expo-
nentially with 3i, i.e the pheromone values decay more rapidly for closer zones.
The reason is as already discussed before that if a node moves a fixed distance,
a close-by destination may turn out in a completely different direction which
requires to decrease the pheromones more quickly than for a distant destination.
MABR updates the routing tables identically for ants and data packets. Ant
and data packet differ only in their forwarding policy as described below.

7.2.5 Straight Packet Forwarding (StPF)

Finally, the physical forwarding process along the logical links selected by MABR
is accomplished by StPF, which can be basically any position-based routing
protocol. Because many such position-based routing protocols have already
been proposed and analyzed in the literature, we did not design a new proto-
col for StPF. We instead use the perhaps best known position-based protocol
GFG/GPSR as StPF, cf. Section 3.3.4. Basically, any other position-based
routing protocol may be applied as well, such as GOAFR [116], GRA [119],
BLR [255]. If BLR is used, nodes would not be required to transmit beacons as
MABR and TAP do not require neighbor knowledge.

7.2.6 Routing of Data Packets and Ants

Data packets are routed based on these probabilistic routing tables between log-
ical routers over logical links. They are used to reinforce and maintain existing
paths and do not discover new paths. The first node within a logical router that
receives the packet determines the next logical hop. Therefore, it determines to
which zone a packet should be routed from the destination coordinates as given
in the packet header. The node then selects the logical link with the highest
probability to this zone to forward further the packet. As only logical links over
which packets arrived at the current logical router receive pheromones, routing
between logical routers should always be possible in greedy mode solely. The
packet is then routed with StPF towards the center of the logical router at
the end of the selected logical link. Furthermore, if desired load balancing can
be achieved easily by selecting a logical link proportionally among all possible
logical links. Thus, data packets are routed logical-hop by logical-hop over the
logical links, i.e., from one logical router to one of its adjacent logical routers and
so on. If none of the eight logical links for the destination zone has a probability
above a threshold Prob Thres, the data packet is routed purely geographically
directly towards the final destination. This is a reasonable heuristic decision if
no useful routing information is available.

Ants are used to explore new emerging paths and find shorter paths. Unlike
data packets, ants are solely routed by StPF, i.e., they always head directly
towards the destination and are only diverted if voids in the routing topology
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cause them to be routed in recovery mode. The ants update the routing tables
at all intermediate nodes in the opposite direction towards their source nodes.
In order to control the ant generation rate, nodes cooperate in emitting ants
and detecting new paths. A node only emits an ant packet, when it did not
detect that an ant was created from any node within its current logical router
for tEmitAnts, i.e., each logical routers generates an ant every tEmitAnts. Thus,
nodes within a logical router cooperate to minimize the number of ants in the
network, which makes AMRA more adaptive to the encountered network con-
ditions. E.g. in cities with a high node density and a large number of nodes
in a logical router area, a node only rarely has to transmit an ant packet. The
destination of the ant is chosen uniformly randomly over the whole simulation
area. The chosen destination logical router may not be reachable because there
are no nodes in this area. To minimize the risk that packets spin around the
indicated position and distort the entries in the routing tables, an ant is solely
routed in greedy mode, when it entered the zone of its destination logical router.
The zone is determined by the source node and indicated in the packet header.
A node in the destination zone that cannot relay the packet further in greedy
mode simply drops the packet. Ants are either routed according to the left or
right-hand rule in recovery mode if they reach a dead end and greedy rout-
ing fails. The reason for routing ants with both rules is that ants otherwise
could miss shortest paths as shown in Fig. 7.4. If ants always used solely the
right-hand rule, the shorter path from S to D over A would not be discovered.
Consequently, D only has a routing table entry for this longer path and always
forwards packets to S along the path over B

Left-Hand

Right-Hand

Void

S

D

A B

Figure 7.4: Ants routed with right- and left- hand rule

7.2.7 Example of Routing with AMRA

Until now, we only discussed the protocols separately and only roughly described
their interaction. In this section, we study how they corporate by means of an
example depicted in Fig. 7.5. The zones of the network are sketched in the view
of node S. Nodes in Z3,3 have previously transmitted ants, or also data packets,
which either were destined for the logical router in which S is located or just
pass through S for a more distant destination. Exemplarily, the path taken of
ants emitted by D are shown. Ants routed by the right-hand and left-hand rule
enter the logical router of S over the logical links LL1 and LL6, respectively.
S determines that these ants origin from a source in zone Z3,3 according to its
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current view. The delay of ants arriving over LL1 is much shorter than of ants
LL6 due to the shorter path. Consequently, the probability of LL1 is higher
than of LL6 for zone Z3,3 in the routing table at node S. Furthermore, as no
packets enter over one of the other six logical links, their probability is close to
zero. Not only node S but all intermediate nodes which forward or overhear the
ants update their routing table according to their view on the network.

Z
3,3

Left-Hand

Right-Hand

D

Void

S

LL

A

B
LL

LL1

6
3

C

Figure 7.5: Ants laying trails over LL1 and LL2 to Z3,3

When S now has to send packets to any node located in zone Z3,3, it routes
the packets over LL1, i.e., to node A in Fig. 7.5. Thereby, it is irrelevant whether
S is the source of the packet or just any intermediate node which forwards the
packet. A in turn forwards the packets then over one of its logical links with the
strongest pheromones and the packets travel the indicated path to D. S does
not forward packets for D towards C over LL3. The probability of LL3 is close to
zero because no packets originating from zone Z3,3 have been received from this
direction. In this way, AMRA avoids to forward packets into directions which
have no, or only a very small, probability for the packets to arrive directly.
AMRA routes packets in directions from which it received traffic which also
indicates that there are nodes along the respective links. Thus, packets can
almost always be routed in greedy mode because the routing over logical links
should not fail in greedy mode.

On the other hand, if a purely position-based routing protocol is used such as
GFG/GPSR, packets for D are routed first towards C where greedy routing fails
as no neighbor is located closer to D as already depicted in Fig. 3.8. The hop
count is not only increased by the longer path but also through a property of the
recovery mode, more precisely by the Gabriel Graph, which yields shorter links
than potentially available. The reason is that links only belong to the Gabriel
Graph if no other node is located within the defining circle, cf. Section 2.4.1,
which obviously retains shorter links with a higher probability than longer links.
As GFG/GPSR is memoryless, subsequent packets are routed exactly over the
same longer suboptimal paths. Even if S did not have any useful entry in its
routing table, AMRA would simply forward the packet without any delay and
the next node which has an entry for the destination zone forwards the packet
along the best logical links. The probability that nodes do not have entries
is very small because very distant zones are proportional large to ensure that
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packets from this zone are overheard.

7.2.8 Looping Packets

Packets are routed based on the routing tables encountered at the nodes. The
routing table gives an estimation for the direction in which the packet should
be routed advantageously, but they are not guaranteed to be consistent among
different nodes, which is definitely a severe drawback of AMRA. Therefore, it
is not surprising that in scenarios with high mobility and where a lot of nodes
have not very accurate routing tables because the time is often too short for the
best paths to emerge, we encountered that packets may be loop temporarily in
the network, sometimes forward and backward between adjacent logical routers
or sometimes even over several logical routers.

To mitigate the effect that packet are routed back and forth, a packet must
never be sent back to the last visited logical router or one of its two adjacent
logical routers. The packet is routed over the logical link with the highest
probability among the remaining five possible logical links.

Furthermore, logical links may form a loop in which packet can get trapped.
Even though this was observed rarely, AMRA implements a mechanism to cope
with such situations. In order to prevent such loops, a packet is sent purely
position-based if it does not arrive within five times the expected average for
this zone.

7.3 Evaluation

We implemented and simulated AMRA in the Qualnet network simulator [251]
and compare its performance with two other position-based protocols, namely
GFG/GPSR and Terminode routing. We used GFG/GPSR as a representative
for position-based protocols that always try to route greedily towards the desti-
nation. We also used Terminode routing for comparison because, to the best of
our knowledge, it is the only protocol which tries to avoid routing in recovery
mode in the first place by introducing anchor points. (The code of the Termin-
ode routing protocol is a courtesy of the authors of the Terminodes protocol.)
The problem of suboptimal routing in recovery mode was also addressed previ-
ously in GOAFR [116]. The objective of GOAFR is however different from that
of AMRA. In GOAFR packets are still routed directly towards the destination
and if greedy routing fails, it reduces the number of hops that packets are routed
in recovery mode. This is unlike AMRA that tries to avoid to route in recovery
mode at all by routing over intermediate positions.

We first describe the general simulation scenario. In a next step, we briefly
present results from simulations in small networks with uniform node distribu-
tion. Even though we are not particularly interested in simple network topolo-
gies, AMRA should perform nevertheless comparable to other position-based
protocols. We conducted several simulations with large and irregular network
over a wide range of conditions and present the obtained results afterwards.
Many simulation parameters are the same for the small and the large network.
These parameter are set to the values as given in Table 7.2, if not noted oth-
erwise. The parameters of AMRA are set as follows. The logical router size
was set to the transmission range, i.e 250m x 250m. In this way, nodes within
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Table 7.2: Parameters

Parameter Value
Simulation Time 900 s

Traffic Start 120 s
Traffic End 880 s
Traffic Type Constant Bit Rate
Traffic Rate 4 Packets/s
Packet Size 64 Byte

MAC Protocol 802.11
Bandwidth 2 Mbps

Transmission Range 250 m
Confidence Interval 95%

the same logical router overhear the same packets and thus have similar routing
tables. Furthermore, we set the probability threshold Prob Thres for a link to
0.2, i.e., links with a lower probability are not considered as a valid alternative.
The time tEmitAnts after which a node creates an ant, when it did not detect
that an ant was emitted from any node within its current logical, was set to 5 s.
The parameters for the pheromone laying function are set to rC = 0.8 s and
n = 10, i.e., approximately the last ten samples contribute to the average µi,j

d .

7.3.1 Small Network with Uniform Node Distribution

For small networks, we simulated 50 nodes over an area of 1500 m x 300 m. The
nodes move according to the random waypoint mobility model. They move to a
randomly chosen destination with a speed uniformly chosen between a minimum
and maximum speed set to 1 m/s and 20 m/s respectively. After they arrive at
the destination position, they pause for a certain time and then select a new
speed and destination position. The pause time is used to control the mobility
of the nodes and, thus, the rate of topology changes. We conducted simulations
with 1 and 20 CBR traffic flows between randomly chosen source and destination
nodes.

The delivery ratio is 90% or more even for highest mobility, i.e., no pause
time, and highest traffic load for all protocols as depicted in Fig. 7.6. As ex-
pected GFG/GPSR performs slightly better than AMRA because packets can
usually be routed greedy, i.e., along a roughly straight line between source and
destination. In high mobility scenarios, pheromone concentration varies in the
probabilistic routing table and AMRA may temporarily take ”wrong” forward-
ing decisions, which causes the slight encountered performance decrease and
the large confidence interval. For lower mobility, the pheromone paths more
and more stabilize such that the delivery ratio increases to almost 100%. Only
Terminode routing lags a little behind the other protocols, especially for high
traffic load and mobility.

The end-to-end delay is very similar for GFG/GPSR and AMRA in the low
traffic scenario. With 20 CBR sources, the delay increases almost an order
of magnitude for both protocols. Thereby, the delay of GFG/GPSR remains
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almost unaffected by the mobility. On the other hand, AMRA suffers a little
under high mobility and results fluctuate strongly as can be seen from the
large confidence interval. Again this is due to inconsistent pheromone trails
in the routing tables, which disappear for lower mobility and the delay drops
to 100 ms. Terminode routing performs worse and yields much higher delays
already for only one source. The delay for 20 sources is around one second
with confidence intervals of half a second and, thus, the graph is not depicted
in the figure. The reason for this behavior is found in the large control traffic
overhead of Terminode routing. Terminode local routing requires nodes to add
all neighbors in the periodical broadcasted hello messages. Thus, in high density
network these packets easily grow to the size of several hundred bytes, which
congests the network causing the observed higher delays.
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7.3.2 Large Network with Irregular Topology

To simulate realistically large networks with irregular topologies, we use the
restricted random waypoint mobility model, cf. Section 2.4.2. The parameter
values used for this restricted mobility model are given in Table 7.3.

Table 7.3: Parameters for large networks

Parameter Value
Number of Nodes 500 (Commuters: 300 Ordinary nodes:200)

Prob to change city Commuters: 0.9 Ordinary nodes: 0.1
Size of Area 3000 m x 2500 m

Number of Cities 4
Size of Cities 1000 m x 1000

Number of Highways 3
Min Speed in City 1 m/s
Max Speed in City 15 m/s

Pause Time Commuters: 1 s Ordinary nodes: 30 s
Min Speed on Highway 10 m/s
Max Speed on Highway 30 m/s

Simulations with Mobility

The results of the simulations with mobility were found to be very disappointing.
Even when varying, the number of ants, the size of the logical router, etc. AMRA
was only able to deliver around 10% of the packets. The reason for the poor
performance was found when we simulated GFG/GPSR in the same scenarios.
Surprisingly, also GFG/GPSR achieved only a delivery ratio of around 15%. The
same experiments without mobility yielded a delivery ratio of almost 100% as
expected because GFG/GPSR guarantees delivery in static networks. Further
analysis revealed that the reason is the high mobility on the highway that causes
packets to loop frequently as also already stated in Section 5.4.4. An exemplary
path of a packet routed by GFG/GPSR in one of the simulations is shown
in Fig. 7.8. Nodes keep track of their neighbor positions obtained by hello
messages. If mobility is high, these stored positions do not correspond to the
actual position and wrong forwarding decisions are taken. Some packets may
recover from the loop, others do not. Consequently, the queues of the nodes
get filled up and start to drop packets. Furthermore, packets are also dropped
because the TTL-field expires if they are caught in a loop for a while.

Therefore, it is not surprising that AMRA performs poorly as it also uses
GFG/GPSR to physically forward packets. Terminode routing suffers from the
same problem as packets are also routed by GFG/GPSR between the anchor
positions. The reason why in [43] Terminode was able to deliver much more
packets in a similar scenario is because there are stationary nodes distributed
all over the area and second the minimum speed for nodes on the highway was
set to 1 m/s. Thus, there were always slow moving or stationary nodes on the
highway which build a backbone for routing.
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Figure 7.8: Looping packet on the highway

Due to these observations, we conclude that position-based routing proto-
cols which rely on neighbor information for forwarding are not able to operate
in highly dynamic networks. The problem may also exist in networks with
frequently changing topology due to sleep cycles of nodes such as in sensor
networks. The outdated neighbor information leads to many wrong routing de-
cisions. This is a typical behavior of GFG/GPSR and all stateful position-based
routing protocol as already observed in Section 5.4.4. Thus, if AMRA used BLR
as StPF on the lower layer to forward packets over physical hops, we may hope
to not encounter this behavior.

Simulations without Mobility

As it was not possible to obtain meaningful simulation results with mobility, we
evaluated the performance of the protocols in static irregular networks. Nodes
only move at the beginning in order to obtain a typical node distribution. After
a certain time, nodes are stopped and remain static during the rest of the
simulation. It is uninteresting to have source and destination nodes close to
each other during the data transmission, which may happen if they are randomly
chosen. Therefore, we choose the source and destination nodes from city 1 and
4 only. The results of these simulations are given in Fig. 7.9. The hop counts
for AMRA and Terminode routing are in the order of 40 whereas GFG/GPSR
required almost 80 hops. Unlike GFG/GPSR, AMRA and Terminodes routing
forward packets not directly towards the other city but along the intermediate
anchor positions which indicate the path over cities 2 and 3 instead. Along this
path, packets can be routed most of the time in greedy mode. An example for
the path over which packets are routed with GFG/GPSR and AMRA between
city 1 and 4 is depicted in Fig. 7.10.

As they are able to deliver data packets with significant less hops, the delay
is accordingly also shorter. The delay of AMRA is approximately 0.18 s and is
about half of GFG/GPSR 0.35 s. The reason for the longer delay of 0.28 s for
Terminode is the large size of the headers as already mentioned before. The
Terminode local routing requires adding all known positions of neighbors in
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Figure 7.10: Path of AMRA and GFG/GPSR in irregular topology

the periodically transmitted hello messages by each node. The hello messages
can easily grow to a size of several hundred bytes in dense networks leading to
network congestion.

Terminode routing performs poorly and only delivers 70% of the packets.
This is again due to increasing control traffic which congests links. GFG/GPSR
and AMRA on the other hand are able to deliver almost 100% of the packets.
Only few packets drops were observed due to collisions with hello messages and
other data packets. The reason that AMRA has a slightly lower delivery ratio
is because of the probabilistic pheromone trails. These may cause packets to
loop sometimes over several logical routers and packets are dropped because of
an expired TTL-field.
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Radical Topology Changes

Until now, we assumed that the overall node distribution in the network is ap-
proximately constant even though individual nodes may be highly mobile. Con-
sidering a realistic scenario, it may happen that the distribution also changes,
e.g., there are only few cars on a highway during the night, but there is a very
high node density in the morning during the rush hour. Therefore, we also want
to assess the ability of the investigated protocols to adapt to radical topology
changes. We evaluated two scenarios where a highway was inserted and re-
moved respectively between city 1 and 4 after 240 seconds of simulation time.
In a static network, this was accomplished by simply placing 30 nodes along
the highway between city 1 and 4 after 240 seconds. The corresponding results
are depicted in Fig. 7.11(a) and 7.11(b) where each graph refers to a specific
simulation run. GFG/GPSR has a high hop count before the highway insertion
because packets are routed for many hops in recovery mode over cities 2 and 3.
After the insertion of the highway, GFG/GPSR almost immediately forwards
packets over the newly available path and the hop count drops from over 100
to below 20 as depicted in Fig. 7.11(a).
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Figure 7.11: Reaction to radical topology changes

The reason is that GFG/GPSR always tries to route packets directly towards
the destination, which is possible after the insertion of the highway, and packets
can be delivered purely in greedy mode. AMRA and Terminode yield much
shorter hop counts than GFG/GPSR when the new highway is not yet inserted.
After the insertion of the highway, both protocols are also able to adapt quickly
to the new topology. First, data packets still use the longer path over cities 2
and 3 with AMRA as there are no routing table entries at the nodes for logical
links in the direction over the new highway. Ants transmitted from nodes in city
1 and 4 to the respective other city, or more precisely to any logical router in the
direction of the other city, detect the new available path between the two cities
quickly. Ants are routed purely position-based and thus are note diverted from
existing pheromone trails. These ants have traveled a path much shorter than
the average indicated in the routing table of nodes and, thus, strongly increases
the pheromone value for the respective logical links such that already few ants
are sufficient to redirect the data packets. The other longer existing pheromone
trails will vanish quickly. After a while, the performance of AMRA stabilizes
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at approximately the same values as GFG/GPSR. The slight fluctuation of the
hop count of AMRA at the beginning is caused by ants packets which change
the probability of the logical links. Thus, packets are not necessarily routed
over the same logical links all the times.

On the other hand, if the highway is removed after a while, the hop count
sharply increases for GFG/GPSR in Fig. 7.11(b) and remains high as the pro-
tocol has no way to adapt to the new situation and learn shorter paths. The
hop count of AMRA and Terminode routing also increases for a short time to
approximately the same values as GFG/GPSR. However within few ten sec-
onds of simulation time, the values decrease again when AMRA learned the
new topology and pheromone trails were established between cities 1 and 4 over
cities 2 and 3. Similarly, Terminode routing needs some time to adapt to the
new network topology and find shorter paths.

7.3.3 Results Obtained from a Java-Simulator

Unfortunately, we were not able to conduct simulations, not even static, with
thousands of node and a highly complex network topology with the Qualnet
network simulator because the resource consumption was too high. Thus, we
also implemented and simulated AMRA in a simple Java simulator that allows
for such simulations also under mobility. (The code that served as the basis
for Java simulator is a courtesy of the Distributed Computing Group of ETH
Zürich.) The Java-simulator implements functionality such as CBR traffic and
the restricted random waypoint mobility. However, it does not account for any
physical propagation medium properties or MAC layer functionality. Therefore,
packets cannot be dropped due to collisions or congestion and packets do not
experience delay. In order to asses the performance of AMRA, the hop count
was used. We think that a hop count metric is an appropriate representative
for the delay as CSMA based MAC protocols such as IEEE 802.11 have high
costs for acquiring the medium. The faster Java-simulator also allowed us to
simulate the 500 nodes network with irregular topology from Section 7.3.2 with
mobility and multiple traffic sources. The Terminode routing protocol is a highly
complex protocol, especially the FAPD part of it, cf. Section 3.3.4. Therefore,
we did not implement Terminode routing but used additionally to GFG/GPSR
a shortest path algorithm for comparison and to assess the goodness of paths
chosen by AMRA.

Large Network with Mobility and Multiple Traffic Sources

The configuration was like for the simulations in the Qualnet simulator, cf.
Table 7.2 and Table 7.3, except for the MAC layer protocol that was not imple-
mented and the bandwidth which is practically infinite. AMRA was simulated
with unidirectional and bidirectional traffic between the source and the des-
tination. The reason is that AMRA can use traffic flowing in the opposite
direction to update the routing tables towards the destination. On the other,
GFG/GPSR and the shortest path algorithm are not affected by bidirectional
traffic and thus they were only simulated with unidirectional traffic. If we have
bidirectional traffic between two communication peers, we consider that as hav-
ing two individual traffic sources, e.g., 5 bidirectional traffic flows indicate 10
traffic sources.
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Varying Number of Ants We first conducted simulations where the number
of transmitted ants was varied and we had a fixed number of traffic sources set
to 10. In Fig. 7.12, we can see that GFG/GPSR has on average an about
2.5 times higher hop count than the shortest possible path. Considering the
fact that often the traffic flow is between nodes in the same city or one of the
adjacent cities, we may conclude that the hop count for traffic flows between
non-adjacent cities is much more than 2.5 times the shortest path. If nodes are
in adjacent cities, routing along a straight line between them is possible and the
performance of GFG/GPSR is almost identical to the shortest path.

AMRA with only unidirectional traffic and no ants performs even worse than
GFG/GPSR. However, as soon as few ants are transmitted the hop count drops
sharply. With only 50 ants per second in the whole network, i.e., with 500
nodes, each node transmits an ant every 10 seconds, the hop count is about 15
compared to 10 of the shortest path and 25 of GFG/GPSR. The further increase
of ants does not further reduce the hop count however. For a certain number
of ants, the performance of the unidirectional and bidirectional traffic scenario
is even equal within the confidence interval. For bidirectional traffic, the hop
count is almost constant over all rates of ant generation. The data packets in
the opposite direction are sufficient to establish high probability entries in the
routing tables.
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Figure 7.12: Irregular network with varying number of ants

Varying Number of Traffic Sources In a next step, we simulated a scenario
where no ants are transmitted at all and only the number of traffic flows was
varied Fig. 7.13. Again, the performance of GFG/GPSR shows an about 2.5
times higher hop count than the shortest path. Unlike before, the graphs for
GFG/GPSR and the shortest path are no longer exactly constant, but only
statistically constant within the confidence intervals. The reason is that, unlike
the number of ants, a varying number of sources may yield slightly different
results among the different simulation runs. AMRA with bidirectional traffic
remains almost unaffected by the number of traffic flows, i.e., traffic flowing in
different directions does not distort the entries in the routing tables for traffic
flows to other destinations. As before where we had 10 traffic flows, AMRA
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with unidirectional traffic suffers if we have no ants and only few traffic flows.
The chance that a node has overheard a lot of traffic to a given destination
zone is low and, thus, the risk when it has to forward a packet to that zone is
high that it forwards the packet in a wrong direction. However, as more traffic
flows there are in the network, the performance of AMRA with unidirectional
traffic approaches the performance of AMRA with bidirectional traffic. If we
have sufficient traffic, the entries in the routing tables are updated accurately
by the data packet themselves. The reason is that if there are no useful entries
in the routing tables, data packets are routed purely position-based and thus
adopt the role of ants.
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Figure 7.13: Irregular network with varying data traffic and no explorer packet

Very Large Network

We simulated 10000 mobile nodes in an area of 10000 mx12000 m with 19 cities
and 19 interconnecting highways. The nodes move again according to the re-
stricted random waypoint mobility model with the same parameters as before
except that the size of the cities varies between 1000 m x 1000 m and 2000 m x
2000 m. A snapshot of this network is depicted in Fig. 7.14.

There are 200 traffic sources in this simulation. We wanted to study the
effect of a varying number of ants and also if traffic is sent unidirectional and
bidirectional. It is common for a lot of applications to have bidirectional traffic
flows or sometimes simply because TCP is used as Transport protocol. Thus,
for the bidirectional simulations, we had 100 pairs of nodes and nodes transmit
data to their respective peer. Once AMRA was simulated with no additional
ants transmitted to explorer shorter path and once with 500 ants transmitted
per second in the whole network. In Fig. 7.15, we see the average hop count of
AMRA, GFG/GPSR, and a shortest path algorithm. Obviously, the hop count
of GFG/GPSR and the shortest path algorithm does not change for uni- and
bidirectional traffic as the traffic in the opposite direction has no influence. On
the other hand, AMRA benefits from bidirectional traffic and the hop count
drops about 10% compared to pure unicast transmissions, independent whether
ants are transmitted or not. The reason is that packets update the routing
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Figure 7.14: Complex network with 10000 nodes and 19 cities

tables in the opposite direction of their trip, i.e., towards their source. Thus, if
data packets flow in both directions, they can help each other directly to find
shorter paths. The ratio of AMRA to GFG/GPSR is approximately 250 to
150 hops in this scenario. Furthermore, we can observe that AMRA without
ants performs only marginally worse than with ants. The 200 sources generate
already enough traffic in the network such that node can maintain useful path
information on the large scale to distant areas. Source and destination nodes
may be temporarily close to each other such that greedy routing of GFG/GPSR
is able to deliver packets. During this time, GFG/GPSR will perform equal or
even slightly better than AMRA as seen in Section 7.3.1. Taking this fact
into account, one might expect a even higher performance gain of AMRA over
GFG/GPSR when source and destination nodes are far apart such that simple
greedy routing will not succeed.

7.4 Conclusions

In this chapter, we proposed the AMRA protocol architecture which makes use
of topology abstraction, ant colony optimization, and position-based routing.
Topology abstraction is used to hide the dynamic topology of an ad-hoc network
to the actual routing protocol. The routing protocols on top of this abstract
topology finds short paths over intermediate anchor points. A conventional
position-based routing protocol is used to route the packets between the anchor
points. The forwarding of packets in greedy mode only between the anchor
points allows to circumvent effectively areas with no or low connectivity.

AMRA shows almost equal performance as GFG/GPSR in simple networks
where the packets can be delivered directly to the destination node and do not
need to be routed around voids. Designed for large and irregular topologies,
AMRA performs superior in such scenarios and routes packets over paths that
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are around 50% shorter than of GFG/GPSR. This performance comes at a cer-
tain cost, but which can be kept reasonable small. Compared to conventional
position-based routing, AMRA has to maintain a small routing table at the
nodes limited to some hundred bytes only and little additional control packets
are transmitted to detect new paths. We also conducted simulation without
any ant packets, which revealed that AMRA can operate efficiently without
ants. The performance suffers only slightly in low traffic scenarios and not at
all in network with high traffic load because data packet adopt the role of ants.
The advantages of AMRA compared to Terminode routing are that AMRA
uses hop-by-hop and not source routing and, thus, has smaller headers. Unlike
Terminodes, AMRA does not introduce latency before forwarding if no path
is available. Packets are simply transmitted and the next node which has an
entry for the destination forwards the packet over the correct logical links. The
mechanism of Terminode to determine the anchored path requires communica-
tion with possibly distant nodes, causes a lot of transmissions, and high delays.
The simulation results also showed that the Terminode local routing degrades
the performance significantly in dense networks. The transmitted hello mes-
sages with all known neighbors may become large and congest the network.
The AMRA architecture is designed such that the individual protocols could
be replaced with relative small costs. Instead of using MABR based on ant
colony optimization, e.g., DSR [69] could be used to find paths on the abstract
topology. Similarly, the more sophisticated GOAFR [116] protocol could be
used instead of GFG/GPSR for the physical forwarding. The gain may be how-
ever limited as GOAFR is superior to GFG/GPSR for scenarios where packets
are routed frequently in recovery mode, what is exactly avoided by the use of
AMRA. Furthermore, the presented TAP protocol could also replaced with an-
other protocol, which, e.g., allows to aggregates nodes in a different way and
provide another logical topology to MABR.

BLR as proposed in Chapter 5 may also be an appropriate protocol for StPF
mainly for two reasons. First, AMRA selects paths along areas of high node
densities where greedy routing hardly ever fails. BLR is suited for such scenarios
because BLR shows its advantages especially if packets can be routed in greedy
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mode most of the time. Secondly, BLR could be beneficial because GFG/GPSR
and, thus, all position-based routing protocols that require neighbor knowledge
and transmit beacons, are not able to operate in highly dynamic scenarios such
as on a highway where neighbor information is outdated quickly.

However, AMRA has several drawbacks caused by the non-deterministic
routing of packets. The fluctuation in the chosen path is quite high and it is
difficult to predict which path a given packet will take and even more difficult to
reason about the behavior of the protocol. Therefore, it is also not possible to
provide hard results. We observed also that the non-deterministic forwarding of
packets causes many packets to loop in the network. Even though AMRA ad-
dresses the problem by introducing logical links and also some countermeasures
to reduce the risk of looping packets, the problem is not solved satisfactory.

Thus, we can summarize that unlike conventional position-based routing pro-
tocols such as GFG/GPSR, AMRA does not route packets greedily towards the
destination if not possible but over intermediate anchor positions which yields
more optimal paths as routing in recovery mode can be avoided. However, these
advantages are partially negated by looping packets. The actual forwarding of
the packets between these intermediate anchor positions is still accomplished
by a position-based routing protocol such that AMRA retains their advantages
such as low control traffic and resilience to frequently changing topologies.
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Chapter 8

Conclusions

In this thesis, we studied broadcast and routing protocols for ad-hoc networks
that make use of location information. We proposed and designed two routing
protocols and one broadcast protocol. Their performance and behavior was eval-
uated analytically as well as by simulations. Furthermore, one routing protocol
was also implemented in a testbed of Linux laptop computers.

In Chapter 4, we first investigated in more depth the impact of beacon-
ing and inaccurate neighbor information on position-based protocols. We saw
that that packets are frequently forwarded to unreachable neighbors in highly
mobile networks. The attempts to deliver packets to unavailable neighbors in-
troduces significant additional delays and consumes a substantial amount of
scarce network resources such as bandwidth and battery. The proposed sim-
ple enhancements to a standard position-based routing protocol made it more
robust to changing network topologies. However, the main flaw of these pro-
tocols remain, namely their statefulness about the neighborhood. The network
topology may change too frequently in certain kinds of ad-hoc networks so that
information about neighbors is never accurate. Consequently, forwarding nodes
have to select a next hop based on outdated neighbor information.

In Chapter 5, we proposed a routing protocol BLR based on a novel rout-
ing paradigm that addresses the problem that source nodes explicitly have to
select a next hop. Forwarding decisions are no longer taken at the sender of
a packet, but in a completely distributed way at all the receivers. Optimized
forwarding among the receiving neighbors is achieved by a concept of dynamic
forwarding delay DFD. Each node schedules the forwarding of the packet de-
pending on its suitability so that the most appropriate neighbor forwards the
packet first and suppresses the other potential forwarders. This new routing
paradigm has two major advantages. First, nodes are no longer required to
proactively transmit hello messages to announce their presences, which saves
network resources. The second advantage is that BLR is completely stateless as
forwarding decisions are taken at the receivers of a packet. A sending node does
not have to route packets on an outdated network topology and BLR proofs
to be almost unaffected even by highest rate of topology changes. These two
characteristics make BLR especially suited for any kind of ad-hoc networks with
frequently changing topology and/or for networks with very strict power and
bandwidth constraints. The main drawbacks of BLR are that this new rout-
ing paradigm requires a rather high node density to route packets efficiently,
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and that packet duplications occur frequently in realistic scenarios if not all
nodes within transmission range receive a packet. BLR incorporates features to
cope with such scenarios of lower node densities and not reliable transmissions
among neighbors, but then BLR basically reduces to a standard position-based
routing protocol and looses many of its advantages. Furthermore, even if we
have indications that the power consumption of BLR is reduced compared to
other position-based routing protocols because no beacons are transmitted, a
more detailed analysis is required to come to a validated conclusion, which is
unfortunately out of scope of this thesis.

In Chapter 6, the same paradigm was used in the proposed broadcast pro-
tocol DDB, where receiving nodes determine in completely distributed way
whether and when to rebroadcast a packet, without any knowledge about their
neighborhood. In analogy to BLR, we achieve locally optimal rebroadcasting
decisions by using the concept of dynamic forwarding delay DFD so that the
most appropriate neighbor rebroadcasts the packet first. The dynamic forward-
ing delay can be calculated based on various metrics such as the probability to
reach new neighbors and the residual battery power in order to minimize the
number of transmissions to deliver the packet to all nodes in the network and to
maximize network lifetime respectively. Again similar as for BLR, the perfor-
mance of DDB for certain metrics may suffer significantly in realistic scenarios
where transmission ranges can be highly irregular. For both DDB and BLR,
and most other protocols proposed in the literature, the impact of real world
effects have to be investigated in more depth to come to a final conclusion about
their suitability in practice.

In Chapter 7, we proposed a protocol architecture AMRA that is topology
aware on a large scale by memorizing overheard traffic. This allows AMRA
to find more optimal paths in irregular networks where routing along the line-
of-sight towards the destination is not feasible. Packets are routed over inter-
mediate anchor positions to circumvent voids and avoid dead ends. AMRA
makes use of topology abstraction, ant colony optimization, and position-based
routing. The advantages that nodes do not route packets directly towards the
destination are a reduced average path length and hop count because packets
are are not routed over infeasible paths. We could show that these advantages
can be achieved almost with no overhead. Only very little memory is required
to store an approximation of the overall network distribution and, depending on
the data traffic, no additional control traffic is required to retain these advan-
tages. However, we also encountered a severe problem in the design of AMRA,
namely the non-deterministic routing of packets, which caused many packets
to loop in the network. Even though, the basic idea of determining a rough
approximation of the overall network topology proofed its potential, a careful
redesign of the protocols is required.

We can summarize the main conclusions from the work performed in this
thesis as follows. Existing position-based routing protocols may be appropri-
ate for many scenarios but have also significant shortcomings in others. First,
these protocols need to keep track of their local neighborhood, which requires
resource consuming transmissions of hello packets. In dynamic networks with
frequently changing topologies, it is also hardly possible to maintain accurate
information about the neighborhood. Routing protocols have to operate on out-
dated neighbors’ positions and the network performance degrades significantly.
As second drawback, we identified that existing position-based routing protocol
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forward packet solely on local neighbor information. Especially in large net-
works, the local optimal choice to forward a packet may be highly suboptimal
on the global scale. We proposed two routing protocols, BLR and AMRA, and a
broadcast protocol, DDB, which are specifically designed for the aforementioned
two scenarios and address the respective drawbacks. AMRA tries to obtain an
aggregated view on the global network topology by overheard packets and uses
this knowledge to optimize routing to areas where no direct path along a line-
of-sight exists. BLR and DDB are stateless about the local neighborhood and,
thus, are immune to topology changes and save scarce network resources by the
disposal of any proactive communication traffic. Therefore, these protocols may
especially be appropriate in sensor and/or vehicular ad-hoc networks.
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Chapter 9

Future Work

In this chapter, we briefly elaborate on possible future work in the field of
routing in ad-hoc networks as studied in this thesis. We start by considering
more general aspects of future work such as the adaptation of the protocols to
new application areas, the design of new protocols based on proposed ideas, or
the integration with new technologies. In a second step, we have a closer look
at some specific problems encountered in the proposed protocols and possible
ways to solve or deal with them.

Although, several properties of BLR and DDB make them especially ap-
propriate for sensor networks, a lot of work remains to be done. For example
most researchers agree that we need a more integrated way of looking at the
protocols in sensor networks, and ad-hoc networks in general, due to the strict
constraints which pose strong challenges. The strict layered protocol stack does
often not allow making use of the available information in the most efficient way.
Protocols should be designed with cross layer objective in mind and not be re-
stricted to one specific layer. We have seen in this thesis that BLR and DDB
already partially cooperate with the MAC layer. However, an overall integrated
design of BLR and DDB with protocols on the other layers would raise many
further possibilities. Already, an appropriate MAC protocol that is designed
specifically for the cooperation with BLR and DDB could alleviate some of the
observed drawbacks. For example, a multichannel access scheme could lower the
contention among forwarding nodes. The adaptation of network layer protocols
such as BLR and DDB to be fully integrated with other layers and the study of
the interactions with the other layers are a large area of future research.

In sensor networks, protocols based on the concept of dynamic forwarding
delay DFD, which are immune to topology changes and do not require control
packet overhead, may be very appropriate. In this thesis, we proposed a uni-
cast routing BLR and a broadcast protocol DDB based on the DFD concept.
Similar to DDB, BLR can also be used to route packets in sensor networks and
save energy at almost depleted nodes, e.g., by making the delay at each node
dependent on the residual battery energy. Furthermore, the same concept of
DFD may also be used for the design of a robust multicast or geocast protocol
for sensor networks. Especially geocasting is a common task in sensor networks.
Typically, information is requested about a certain area. Therefore, a request
is forwarded to this specific area and only sensors in this area transmit their
collected data back to the sink.
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New technologies can also be used to design more sophisticated schemes, or
the offered possibilities can be incorporated in existing protocols. For example
in BLR and DDB, the potential receivers of a packet are located only in a frac-
tion of the whole transmission range area. In the greedy mode of BLR, this area
is limited to the forwarding area. In DDB, we have seen that the previously
broadcasting node already covers about half of the neighbors. Therefore, an
interesting approach would be the integration with directional antennas. They
could be used to transmit the packets only in the required directions in or-
der to reduce energy consumption and interferences with other transmissions.
However, the use of directional antennas raises also many new problems, e.g.,
passive acknowledgement of BLR is no longer possible and in DDB the deter-
mination of the already covered neighbors is difficult if radio transmissions are
not omnidirectional.

AMRA as proposed in this thesis focused on the optimization of end-to-
end performance. However, the concept of determining more appropriate paths
between source and destination is not limited to the end-to-end objective. Con-
sidering large sensor networks, the network lifetime may be the most important
factor and, thus, data packets should circumvent areas with almost depleted
nodes. AMRA could be used in such scenarios to identify areas which should be
avoided and to route packets along other routes. Therefore, packets keep track
of the encountered battery power levels of visited nodes, which allows nodes to
send packets along paths where nodes have a lot of remaining energy.

After having briefly elaborated on possible future directions of research in a
more general way, we also want to pick up some of the encountered problems of
the proposed protocols and discuss possible optimizations to cope with them.

Regarding the routing protocol BLR, we envision to dynamically adjust the
parameters and to selectively turn on and off the proposed options. In certain
scenarios they may be advantageous while in others they only introduce unnec-
essary overhead. This would allow coping more efficiently with the encountered
network conditions. For example we have seen that packet duplication is a major
problem of BLR in many realistic scenarios where not all potential forwarders
detect each others’ transmissions. Therefore, if it was possible to determine
the packet duplication rate by any means, e.g., by simply counting the arrived
duplicated packets at the destination, BLR should dynamically switch to uni-
cast mode to lower the risk for duplicated packet. A further example for a
possible dynamic adaptation in BLR is the value of Max Delay. For scenarios
with high traffic volumes and high node densities, Max Delay should be longer
to lower contention among forwarding nodes while for sparse networks a long
Max Delay introduces unnecessary long delays. As nodes are unaware of their
neighborhood, a simple approach to estimate roughly the node density is for
example from the Add Delay introduced at each hop. As the broadcasting pro-
tocol DDB is based on the same concept of dynamic forwarding delay and uses
the same parameter Max Delay, the same dynamic adaption as proposed BLR
can be incorporated into DDB as well. Furthermore, the Linux implementation
of BLR was only validated in the laboratory with some basic experiments. For
future work, it is definitely interesting to conduct also outdoor experiments with
moving nodes and position information provided by GPS.

For AMRA, the problem of looping packets is not solved satisfactory. One
possibility to reduce the risk for loops could be the introduction of longer logical
links as already proposed in the original approach in [271]. If a packet is routed
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over a long logical link, the packet is significantly closer to the final destina-
tion and therefore the probability to route again in the opposite direction is
lowered. We can also think of many other enhancements to AMRA. First, the
static formation of the logical routers and the zones often does not really match
to the actual network topology. Therefore, we may apply more sophisticated
methods to group nodes to logical routers in a dynamic way, e.g., by clustering
algorithms, and similarly group also logical routers to zones. Secondly, we may
also consider to exchange routing tables, or parts of it, between nodes within a
logical router. This could help to improve routing if nodes move rapidly and a
single node does not have reliable information in its routing tables. The small
size of the routing table would consume only little resources and bandwidth for
transmissions. Furthermore, packet could keep track of their followed path and
updates routing tables not only with respect to their source, but to all visited
intermediate logical routers as well. This would disseminate information about
good paths more quickly in the network.

For future work, we also plan the integration of BLR and AMRA, i.e., the use
of the BLR protocol as StPF within the AMRA framework. This integration
could show many advantages as BLR and AMRA are complementary in the
sense that BLR addresses the local neighborhood and how packets are forwarded
to the immediate next hops while AMRA is concerned with the routing on a
large scale.

In this chapter, we briefly discussed possible future directions of research and
some more or less obvious possible extensions and optimization to the proposed
protocols. We may think of many further optimizations for all three protocols.
They may improve the performance and reliability in certain scenarios, but may
perform poorly in others and cause new problems. It is a inherent property
of the complex simulations of ad-hoc networks that they are very sensitive to
the parameter values of the simulations, and also of the protocols. Therefore,
simulation results can solely give an indication about the possible potential of a
proposed protocol but cannot provide hard evidence for its superior, or inferior,
performance. This statement also holds for the simulations conducted in this
thesis.
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[28] L. Barriére, P. Fraigniaud, and L. Narayanan, “Robust position-based
routing in wireless ad hoc networks with unstable transmission ranges,”
in Proceedings of the 5th International ACM Workshop on Discrete Algo-
rithms and Methods for Mobile Computing and Communications (DIALM
’01), Rome, Italy, July 2001, pp. 19–27.

[29] T.-C. Hou and V. Li, “Transmission range control in multihop packet
radio networks,” IEEE Transactions on Communications, vol. 34, no. 1,
pp. 38–44, Jan. 1986.

[30] I. Stojmenovic and X. Lin, “Power-aware localized routing in wireless net-
works,” IEEE Transactions on Parallel and Distributed Systems, vol. 12,
no. 11, pp. 1122–1133, Nov. 2001.

[31] F. Kuhn, R. Wattenhofer, and A. Zollinger, “Ad-hoc networks beyond unit
disk graphs,” in Proceedings of the 1st ACM Joint Workshop on Founda-
tions of Mobile Computing (DIALM-POMC), San Diego, California, USA,
Sept. 2003, pp. 69–78.

[32] A. Ephremides, “Energy concerns in wireless networks,” IEEE Transac-
tions on Wireless Communications, vol. 9, no. 4, pp. 46–59, Aug. 2002.

[33] J. A. Stine and G. de Veciana, “A paradigm for quality-of-service in wire-
less ad hoc networks using synchronous signaling and node states,” IEEE
Journal on Selected Areas in Communications, vol. 22, no. 7, pp. 1301–
1321, Sept. 2004.

[34] P. Bose, P. Morin, I. Stojmenovic, and J. Urrutia, “Routing with guaran-
teed delivery in ad hoc wireless networks,” in Proceedings of the 3th Inter-
national ACM Workshop on Discrete Algorithms and Methods for Mobile
Computing and Communications (DIALM ’99), Seattle, USA, Aug. 1999,
pp. 48 – 55.

[35] J. Gao, L. J. Guibas, J. Hershberger, L. Zhang, and A. Zhu, “Geometric
spanners for routing in mobile networks,” IEEE Journal on Selected Areas
in Communications, vol. 23, no. 1, pp. 174–185, Jan. 2005.

[36] R. Wattenhofer and A. Zollinger, “Xtc: A practical topology control algo-
rithm for ad-hoc networks,” in Proceedings of the 4th International Work-
shop on Algorithms for Wireless, Mobile, Ad Hoc and Sensor Networks
(WMAN ’04), Santa Fe, USA, Apr. 2004.

[37] L. Li, J. Y. Halpern, P. Bahl, Y.-M. Wang, and R. Wattenhofer, “A
cone-based distributed topology-control algorithm for wireless multi-hop
networks,” IEEE/ACM Transactions on Networking, vol. 13, no. 1, pp.
147–159, Feb. 2005.

184



[38] T. Camp, J. Boleng, and V. Davies, “A survey of mobility models for ad
hoc network research,” Wireless Communications & Mobile Computing
(WCMC): Special Issue on Mobile Ad Hoc Networking: Research, Trends,
and Applications, vol. 2, no. 5, pp. 483–502, Aug. 2002.

[39] C. Schindelhauer, T. Lukovszki, S. Rührup, and K. Volbert, “Worst case
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[131] H. Füssler, J. Widmer, M. Käsemann, M. Mauve, and H. Hartenstein,
“Contention-based forwarding for mobile ad-hoc networks,” Elsevier’s Ad
Hoc Networks, vol. 1, no. 4, pp. 351–369, Nov. 2003.

[132] M. Zorzi and R. R. Rao, “Geographic random forwarding (GeRaF) for ad
hoc and sensor networks: Multihop performance,” IEEE Transactions on
Mobile Computing, vol. 2, no. 4, pp. 337–348, Oct. 2003.

[133] ——, “Geographic random forwarding (GeRaF) for ad hoc and sensor net-
works: Energy and latency performance,” IEEE Transactions on Mobile
Computing, vol. 2, no. 4, pp. 349–365, Oct. 2003.

[134] D. Turgut, S. K. Das, and M. Chatterjee, “Longevity of routes in mobile
ad hoc networks,” in Proceedings of the IEEE semiannual Vehicular Tech-
nology Conference (VTC ’01), Rhodes, Greece, May 2001, pp. 2833–2837.

[135] R. Dube, C. D. Rais, K.-Y. Wang, and S. K. Tripathi, “Signal stability-
based adaptive routing (SSA) for ad hoc mobile networks,” IEEE Personal
Communications Magazine, vol. 4, no. 1, pp. 36–45, Feb. 1997.

192



[136] M. Gerharz, C. de Waal, M. Frank, and P. Martini, “Link stability in mo-
bile wireless ad hoc networks,” in Proceedings of the 27th Annual IEEE
Conference on Local Computer Networks (LCN ’02), Tampa, Florida,
USA, Nov. 2002, pp. 30–39.

[137] M. Gerharz, C. de Waal, P. Martini, and P. James, “Strategies for finding
stable paths in mobile wireless ad hoc networks,” in Proceedings of the
28th Annual IEEE Conference on Local Computer Networks (LCN ’03),
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[230] M. Güneş, U. Sorges, and I. Bouazizi, “ARA - the ant-colony based routing
algorithm for MANETs,” in Proceedings of the 2002 ICPP Workshop on
Ad Hoc Networks (IWAHN ’02), Vancouver, Canada, Aug. 2002, pp. 79–
85.
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